
© Copyright:  
Norsk Regnesentral

N
ot

e
Catch-at-age –
Version 4.0:
Technical Report

Note no SAMBA/54/16
Authors Hanne Rognebakke

David Hirst
Sondre Aanes
Geir Storvik

Date December 2016

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

● ●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
● ●

●

●

●

●
●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●
●

●

●

●
●

●

●

●

●

●

●
●

●

●

●

●

●
●

●

●
●

●

● ●
●

●

●
●

●

●

●

●

●

●

●

●

●

●

● ●

●

●

●

●
●

●

●
●

●
●

●
●

● ●

●

●

●

●
●

●

●

● ●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

● ●

●

● ●

●

●
●

●

●

●

●
●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

● ●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●
●

●

●

●

●

●

● ●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

● ●

●

●

● ●

● ●

●

● ●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●
●

● ●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

● ●

●

●

●
●

●

●

●

●

● ●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

● ●

●

●

● ●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●
●

●
●

● ●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●
●

●

●

●

●

●

●

●

●

● ●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

● ●

●

●
●

●

●

●

● ●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●
●

●

●

●

●

●

●

●

●

● ●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●
●

●
●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

● ●

●

●

●

●

●

●

●

●

●

●

●
●

●
●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●
●

●

●

●

●

● ●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

1 2 5 10 20

40
60

80
10

0
12

0

Age(jittered)

le
ng

th

Model
least squares
mean +/− sd

Length given age, length+age data

●

●

●

●

●

●

●

●

●

●

● ●

● ●

mcmcout

Hanne Rognebakke avid Hirst ondre Aanes Geir Storvik



Norwegian Computing Center
Norsk Regnesentral (Norwegian Computing Center, NR) is a private, independent, non-
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1 Introduction

Predicting the catch-at-age, i.e. the number of fish caught within each age group, of com-
mercial fish species is an important part of the quota-setting process for many different
species. The Norwegian Computing Center (NR) and the Institute of Marine Research
(IMR) have over years developed a Bayesian hierarchical model to estimate the catch-
at-age of fish, see Hirst et al. (2004, 2005, 2012). The model aims to estimate both the
proportion-at-age and the mean weight of fish, in order to convert total landings statist-
ics to numbers at age.

The model is implemented in C with an R interface. The model has been revised and
extended over the years, and modifications have been made to the simulation algorithm
in order to make it more robust to different kind of data sets. This note gives a thorough
description of the model and the simulation algorithm for Version 4.0.

1.1 Overview
Chapter 2 describes the model. The main parts of the model are given in Section 2.1
(proportion-at-age), Section 2.2 (length-given-age) and Section 2.3 (weight-given-length).
There can be errors in the age readings, which is described in Section 2.4. The model can
handle multiple species, and it is possible to include uncertainty in classification into the
different species. This is described in Section 2.5. A recent improvement of the model is
including a haulsize effect in the proportion-at-age model, which is described in Section
2.6. Details of the simulation algorithm is given in Chapter 3. Chapter 4 describes estim-
ating the catch-at-age. Finally, there is a short description of the connection between the
C program and the R interface in Chapter 5.

Catch-at-age 5



2 Model description

In order to predict the catch-at-age, i.e. the number of fish caught within each age group,
we need to estimate the proportion-at-age and the mean weight-at-age of fish caught.
Assuming that we know the total weight landed, we can then convert the proportions-
at-age to numbers-at-age.

The data are sampled in different years, regions and seasons, and with different gears.
Typically, predictions are performed on cell levels, where one cell that we consider rep-
resents one gear in one region in one season of one year. We assume that the total weight
landed is known for each cell. Depending on the observation scheme, modelling can be
made either on haul level or on trip level. The index uwill be used to describe the model-
ling unit of choice. It is well known that between-unit variation in catch composition can
be very large and it is crucial to take this into account. This is built into the model by cell-
and unit-specific random effects.

It would be possible to model weight-given-age directly, but modelling it via length en-
ables us to get a better estimate of the mean weight-at-age in cells with length but no age
and weight data. In cells with age data there are usually also a large amount of length-
only data available. Hence, we have developed models for proportion-at-age, length-
given-age and weight-given-length. Let ac,u,f , Lc,u,f and Wc,u,f denote the age, length
and weight, respectively, of the f th fish from unit u in cell c. In all cases, the models
are described including all the covariates, but alternatives can be obtained by removing
different terms.

2.1 Model for proportion-at-age
The samples from a boat are assumed to be randomly drawn from the total population of
fish in that unit. Further, the units are assumed to be randomly sampled from all of those
within the appropriate cell. Hence, the numbers-at-age in a sample from a given unit and
cell,N c,u, is given by the multinomal distribution

N c,u ∼ multinomial(pc,u, nc,u),

where pc,u is a vector of proportions-at-age in the unit, and nc,u is the number of fish
sampled from the unit. We assume that nc,u is independent of pc,u. Age groups are in-
dexed by a ∈ {1, ..., A}. Let pc,u(a) be the ath element in pc,u. Then, 0 ≤ pc,u(a) ≤ 1

and
∑

a pc,u(a) = 1. We assume a multinomial logistic-type model (Dey et al., 2000) and
reparametrise this as

Pr(ac,u,f = a) = pc,u(a) =
exp(αac,u)∑
a′ exp(αa′c,u)

.

The parameters αac,u are modelled in terms of various covariates as

αac,u =αconst,a + αyear,ay(c) + αseason,as(c) + αgear,ag(c)

+ ζregion,ar(c) + ζboat,ab(c) + ζcell,ac + ζunit,ac,u ,
(1)

Catch-at-age 6



where y(c) means the year, s(c) the season, g(c) the gear, and r(c) the region correspond-
ing to cell c. From now on for clarity, we drop c and just refer to pu(a), αyear,ay , etc.

The main effects are the following terms: constant {αconst,a}, year {αyear,ay }, season {αseason,as },
gear {αgear,ag }, region {ζregion,ar } and boat {ζboat,ab }. {ζcell,ac } are cell-specific effects. {ζunit,ac,u }
are unit-specific effects, and are always included in the model. The α-terms are fixed ef-
fects and the ζ-terms are random effects. We assume that there will always be some data
for all levels of the fixed effects that are of interest.

For identifiability, we assume ∑
a

αconst,a = 0,∑
a

αyear,ay = 0, ∀y,∑
y

αyear,ay = 0, ∀a,

and likewise for the season and gear effects. We have deliberately avoided the “treat-
ment” type constraint where one category is put to zero, since this gives an asymmetry
in the priors in our Bayesian framework.

If region is included in the model, we model this by a spatially smoothed surface, al-
lowing estimation of proportions-at-age in regions with no data. The alternative would
be to group areas such that there were none with no data. This is unsatisfactory for sev-
eral reasons, particularly because the grouping would have to be done differently in each
analysis. We assume a conditional autoregressive (CAR) model (Besag, 1974)

[ζregion,ari |ζregion,ari′ 6=i
] = N

φage,rn−1i ∑
i′∈δ(i)

ζregion,ari ,
(
τ regionage [φage,rni + 1− φage,r]

)−1 ,

where ni is the number of neighbours of region i, while δ(i) is the set of neighbours
of region i. Further, φage,r is the AR-parameter, which is assumed uniformly distributed
between 0 and 1, and τ regionage is the precision parameter. This model for the variance cor-
responds to making the precision matrix a sum of a spatial and an independent part.

The terms {ζcell,ac } are independent random effects modelling the interactions between
the main effects (see e.g. Gelman et al. (1995)). In other words, it models the differences
between the fit from the main-effects-only model and the true cell means. The terms
{ζunit,ac,u } are independent random effects modelling the differences between units within
a cell. These must be random effects because there are many cells and units with no data.
We assume

ζcell,ac
iid∼ N

(
0, τ cell −1age

)
ζunit,ac,u

iid∼ N
(
0, τunit −1age

)
,

again with a sum-constraint over ages.
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The full Bayesian hierarchical model is completed through specification of priors for the
hyperparameters involved. All the parameters involved are assumed independent a pri-
ori. For the main effects, Gaussian priors are assumed. For some of these parameters,
prior information is available and can be incorporated into the the prior. For precision
parameters, Gamma distributions are used.

2.2 Model for length-given-age
There is a reasonable linear relationship between log(length) and log(age). From data
analysis it appears that the slope is constant, but the intercepts vary between cells, and
boats within a cell. However, for some data sets there is a nonlinear relationship, which
may cause problems at high and low ages. Hence, the model has been extended to include
both a linear relationship and a nonlinear relationship. The resulting model is

lu,f = log(Lu,f ) = β0,u + β1g(au,f ; θg) + εfishu,f ,

where εfishu,f
iid∼ N

(
0, τ fish −1lga

)
is the random within-unit variation in length-given-age.

The intercept is given by

β0,u = βconst + βyeary + βseasons + βgearg + εregionr + εboatb + εcellc + εunitc,u ,

where the β-terms are fixed effects similar to the α-terms in the proportion-at-age model.
εregionr and εboatb are the main effects for region and boat, respectively, and εcellc and εunitc,u

are independent random effects similar to ζcell,ac and ζunit,ac,u , respectively.

For the linear model we have

g(au,f ; θg) = log(au,f ).

Otherwise we use a non-linear age-length model given by

g(au,f ; θg) = log
[
1− θ exp(−γacu,f )

]
, (2)

where θ, γ and c are parameters to be estimated. In order to avoid identifiability problems
with respect to β0,u and β1, we have linearly transformed g(·) such that g(1) = 0 and
g(A) = 1.

One should note that the age in the length-given-age model, au,f , should be as close as
possible to the actual age of the fish f rather than the age-class a modelled in the age
model. We use au,f = a+ season/S, if there are S seasons in the data set numbered from
1 to S, and age-class a = 1, 2, .. refer to fish of ages 1, 2 etc.

2.3 Model for weight-given-length
There is a strong linear relationship between log(length) and log(weight). Similarly to the
length-given-age model, we use a constant slope while the intercepts vary between cells,
and between boats within a cell. The resulting model is

wu,f = log(Wu,f ) = δ0,u + δ1 log(Lu,f ) + νfishu,f ,

Catch-at-age 8



where νfishu,f
iid∼ N

(
0, τ fish −1wgl

)
is the random within-unit variation in weight-given-length.

The intercept is given by

δ0,u = δconst + δyeary + δseasons + δgearg + νregionr + νboatb + νcellc + νunitc,u ,

where the terms are similar to the terms in the length-given-age model.

2.4 Age uncertainty
If ages are read by errors, we assume the knowledge of an A × A transition matrix E,
where the columns give the conditional probability of the observed fish age, given the
true age. Hence,

Ei,j = Pr(aobs = i|a = j).

2.5 Multiple stocks and classification error
Some stocks are regarded as consisting of multiple stocks, like the Norwegian cod stocks
that consists of two stocks: Atlantic cod (skrei) found in deep water, and coastal cod found
nearer the shore. The model above is described for one stock, but can easily be extended
to handle multiple stocks.

In case of modelling coastal cod and Atlantic cod, the same model is used for proportion-
at-age, but with a ∈ {1, ..., A,A + 1, ..., 2A}. The first A age groups then corresponds
to coastal cod, and the last A age groups corresponds to Atlantic cod. The parameters
therefore have separate fixed effect terms, but common precisions for the random effect
terms.

In the length-given-age model and weight-given-length model separate age-length and
weight-length relationships are considered for each species.

It is difficult to distinguish between fish from the two stocks visually, and classification,
which is usually based on reading the otoliths, divides the fish into certain or uncertain
coastal cod or Atlantic cod. Uncertainty in classification is mostly due to the shape and
pattern of the otoliths, rather than to the person who interpreted them. The majority of
fish only have length measurements, giving no indication of which stock they come from.
The total landings statistics also do not distinguish between the two stocks. Hence, it is
of importance to be able to model these stocks simultaneously.

The uncertainty in classification is included in the model by regarding the classification
to species as equivalent to classification into age groups. The only difference is that there
are two different types of classification for both stocks, type 1 (which is “certain” and
easy to classify) and type 2 (which is “uncertain” and harder to classify). If we make the
assumption that a type 1 fish is never confused with a type 2 fish, then the new error

Catch-at-age 9



matrix takes the form

Coastal cod (C) Atlantic cod (A)

Type1C Type2C Type1A Type2A

Type1C

Type2C

Type1A

Type2A


pclassC1 E

CC
1 0 (1− pclassA1 )EAC1 0

0 pclassC2 E
CC
2 0 (1− pclassA2 )EAC2

(1− pclassC1 )ECA1 0 pclassA1 E
AA
1 0

0 (1− pclassC2 )ECA2 0 pclassA2 E
AA
2

 .

The probabilities pclassC1 and pclassC2 are the probabilities that a type 1 and type 2 coastal
cod, respectively, will be correctly classified. Similarly, pclassA1 and pclassA2 are the prob-
abilities that a type 1 and type 2 Atlantic cod, respectively, will be correctly classified.
ECC1 and ECC2 are the age error matrices for coastal cod that are classified as type 1 and
type 2 coastal cod, respectively, while ECA1 and ECA2 are the age error matrices for coastal
cod that are misclassified as type 1 and type 2 Atlantic cod, respectively, and so on. Hence,
the columns give the conditional probability of the observed type, given the true species.
We can allow the age error matrices to be different for the certain and uncertain types.

For a thorough discussion of this model and example of results, see Rognebakke et al.
(2011).

2.6 Haulsize effect in proportion-at-age model
If haulsize is included in the model, it is modelled as a continuous covariate. Let hszu be
the haulsize in unit u that can be measured in either numbers or weight. The haulsize is
modelled separately as

log hszu =δconst + δyeary + δseasons + δgearg + νregionr

+ νcellc + εhaulu .

The terms εhaulu are then included in the model for proportion-at-age as

αau =αconst,a + αyear,ay + αseason,as + αgear,ag + ζregion,ar + ζboat,ab + ζcell,ac

+ αhsz,au εhaulu + ζunit,ac,u .

Catch-at-age 10



3 Simulation algorithm

Inference on the unknown parameters are obtained by using Bayesian hierarchical mod-
eling (Gelman et al., 1995). The inference is performed through an MCMC algorithm
(Gilks et al., 1996) using block-updating (Knorr-Held and Rue, 2002; Roberts and Sahu,
1997). A main challenge has been to develop an algorithm that is robust with respect to
different kinds of data. Let θa, θl, θg and θw denote the parameters in the proportion-
at-age model, the length-given-age model except the g-function, the g-function and the
weight-given-length model, respectively. We are interested in simulating from the pos-
terior distribution p(θa,θl,θg,θw|data). Since

p(θa,θl,θg,θw|data) = p(θa,θl,θg|data)p(θw|data), (3)

we can perform the simulation of θw separately from the other parameters. Due to the
length-only data, the parameter sets θa and (θl,θg) become dependent.

There are three types of data available for estimating the age model and the length-given-
age model; age-length data, age-given-length data and length-only data. In version 1.0
all data were used when estimating all parameters. In version 2.0 only data from units
where there are some observed ages are included when estimating the parameters in the
length-given-age model (including the g-function). The exception is when estimating the
unit effect, where all the data is used.

The simulation of the different parameter sets are described in Section 3.1 (θa, θg and θl)
and Section 3.2 (θw). Sampling from the model when including age errors or classification
error if multiple stocks is described separately in Section 3.1.1. Simulation of the haulsize
effect, if included in the age model, is described in Section 3.1.5.
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3.1 Simulation of age model and length-given-age model
If the ages and lengths of all the sampled fish were known, the parameter sets of the
age model and length-given-age model would be independent. However, since there are
missing ages, these become dependent. Let amiss denote the set of missing ages corres-
ponding to the length-only data. The posterior distribution of interest is then

p(amiss,θa,θl,θg|data).

Using a Gibbs sampling scheme we alternate between

• Sample missing ages amiss conditional on (θa,θl,θg) and data.

• Sample θa conditional on (θl,θg), amiss, and data.

• If non-linear model, sample θg conditional on (θl,θa), amiss, and data.

• Sample θl conditional on (θa,θg), amiss, and data.

3.1.1 Sample missing ages, amiss, if any.
Many fish contain only length-observations. Given all other parameters and observa-
tions, ages are independent. Sampling missing ages is then easy to perform by multi-
nomial sampling on each fish. However, this part becomes time-consuming if there are
many missing ages. We simulate the missing age from

p(au,f |lu,f ,θa,θl,θg) ∝ p(au,f |θa)p(lu,f |au,f ,θl,θg). (4)

In practice, the length observations are given in length intervals, i.e. lu,f ∈ (llu,f , l
u
u,f ). The

probability p(lu,f |au,f ,θl,θg) is given by

p(lu,f |au,f ,θl,θg) ≈ Φ(luu,f |au,f ,θl,θg)− Φ(llu,f |au,f ,θl,θg),

where Φ(·) is the cumulative Gaussian distribution.

For starting values, we construct a frequency matrix P (a|l, season) for a finite number of
lengths using the observed ages, and simulate the missing ages from this.

• Age uncertainty
If there are errors in age-readings, we do not only sample the missing ages amiss. We also
resample the observed ages taking the age error matrix into account. Hence, we sample
from

p(au,f |aobsu,f , lu,f ,θa,θl,θg) ∝ p(au,f |θa)p(aobsu,f |au,f )p(lu,f |au,f ,θl,θg),

where aobsu,f is the observed age and p(aobsu,f |au,f ) is given by the age error matrix E.

One should note that we still use only data from units where there are some observed
ages when estimating the parameters in the length-given-age model (except the unit ef-
fect).
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• Multiple stocks and classification error
In the case when we have both coastal cod and Atlantic cod, we simulate missing ages
from (4). If ages are observed we resample the type using

p(type|typeobs, au,f , lu,f ) =
p(typeobs|type)p(type|au,f )∑

i∈{1C,2C,1A,2A} p(type
obs|type = i)p(type = i|au,f )

p(lu,f |au,f ),

where type is the true type and typeobs is the observed type. Further, p(typeobs|type) is
given from the classification error matrix, e.g., p(typeobs = 1C|type = 1C) = pclassC1 .
From the proportion-at-age parameters, we can only find the probability that the true
type is either coastal cod or Atlantic cod, and not differ between type 1 and type 2 fish.
Hence, we have introduced two parameters, kC and kA, that estimates the proportion of
type 1 coastal cod to all coastal cod, and proportion of type 1 Atlantic cod to all Atlantic
cod, respectively. This defines the following probabilities

p(type = 1C|au,f ) = kCp(au,f )

p(type = 2C|au,f ) = (1− kC)p(au,f )

p(type = 1A|au,f ) = kAp(au,f ))

p(type = 2A|au,f ) = (1− kA)p(au,f )).

Since we have made the assumption that a type 1 fish is never confused with a type 2
fish, then p(type = 1C|typeobs = 2C, au,f ) = 0 etc.

After all missing ages are sampled and ages with classification error are resampled, we
sample the parameters kC and kA. We assume a Beta(1.0,1.0) prior for the parameters.
Hence, the posterior distributions are given by

kC |data ∼ Beta(1.0 +NC
1 , 1.0 +NC −NC

1 )

kA|data ∼ Beta(1.0 +NA
1 , 1.0 +NA −NA

1 ),

where NC
1 and NA

1 are the number of type 1 coastal cod and Atlantic cod, respectively,
and NC and NA are the total number (type 1 and type2) of coastal cod and Atlantic cod,
respectively.

3.1.2 Sample parameters in age model (θa).
The parameters θa consists of linear regression parameters, random effects and precision
parameters. We have divided these variables into three sub-blocks, the first containing
all the main effects and cell effects in (1), the second containing the terms {αau} and the
third containing all the precision parameters and the AR-parameter. We update these sub-
blocks sequentially. One problem with this approach is that there is a large dependency
between these blocks, which gives slow convergence.

Note that the likelihood for the age model is given by

U∏
u=1

Nu∏
f=1

p(au,f ;θa) =

U∏
u=1

A∏
a=1

pu(a;θa)Nu(a),
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where Nu is the number of fish in unit u and Nu(a) is the number of fish in age group
a from unit u and U is the total number of units. This shows that {Nu(a)} are sufficient
statistics for updating θa. However, due to sampling of missing ages (or resampling of
ages if age-reading errors, see 3.1.1), the sufficient statistics must be updated for each
iteration.

If there is a large number of age groups with hardly any fish, so that for some levels of
the covariates there may be no fish of that age at all, it can be difficult to estimate the
covariates. In order to improved the estimation we have added a small amount, δage,
to the probability of each age group, in each units where there are no missing ages. An
appropriate value is 0.005, which must be specified by the user. Otherwise, the default
value is 0. This amount is then subtracted when the units are simulated to estimate the
catch-at-age.

• Sample fixed and random effects, αconst,a, αyear,a
y , αseason,a

s , αgear,a
g , αhsz,a

u ,
ζregion,a
r , ζboatb and ζcell,ac .

All nonzero fixed effects are given non-informative Gaussian prior distributions with
zero mean. The precisions in the prior distribution are input to the C-program, and are
currently 0.0001 for the constant term and 0.001 for the other fixed effects.

Given {αau}, the main effects and the cell effects are ordinary linear Gaussian regression
parameters. Hence, the conditional distribution will also be multivariate Gaussian. Note
that the observation precision is the unit precision, τunitage . The parameter vector can be
large, especially if there are many cell effects. However, the precision matrix in the condi-
tional distribution is sparse, which makes the computation involved fast (Rue and Held,
2005, Chapter 2). We only simulate those cell effects for which we have observations. We
use the GMRFLib1 library (Rue and Held, 2005, Appendix B) to sample from the condi-
tional distribution. Using this library, it is also easy to incorporate the sum-constraints
involved, see Appendix A.1.

• Sample unit effects, ζunit,a
u .

Given all the other parameters, dependency only occur within units for αau, making it
possible to perform simulation on units independently. Further, {αau, a = 0, ..., A} has a
multivariate Gaussian prior distribution, with the sum constrained to be zero. The obser-
vations are numbers at age {Nu(a), a = 0, ..., A}, which follow a multinomial distribution
with probabilities pu(a). Updating is performed through Metropolis-Hastings independ-
ence sampling steps. Within unit, the parameters have the sum constrained to be zero.
Hence, only the first A− 1 variables are updated, and the last is calculated from these.

A multivariate Gaussian proposal distribution is constructed by searching for the con-
ditional mode running a few Newton-Raphson iterations (maximum 4 iterations) with
the prior means as initial values. After finding the mode, it is fast to generate proposal
samples. Hence, several Metropolis-Hastings steps (currently 10 steps) are performed

1. A C-library freely available from http://www.math.ntnu.no/∼hrue/GMRFLib/doc/html/
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to obtain a sample of the unit effects. Details on the Metropolis-Hastings algorithm are
given in Appendix A.2.

• Sample precision parameters, τunit
age , τ cell

age , τ region
age and τ boat

age , and AR-parameter,
φage,r.
For all the precision parameters we use Gamma priors, mainly for computational con-
venience. The parameters in the Gamma priors are input to the C-program, and currently
Gamma(0.01,0.01) are used for all precision parameters.

Given all fixed and random effects and with independent Gamma priors on the precision
parameters, the conditional distributions for the precision parameters become independ-
ent Gamma distributions.

Sample τunit
age .

The posterior distribution of interest is given by

p(τunitage |θa, constraints) ∝p(τunitage )

U∏
u=1

A∏
a=1

p(αau|τunitage , constraints)

∝(τunitage )n/2+0.01−1 exp

{
−

(
1

2

U∑
u=1

A∑
a=1

(αau − µaα)2 + 0.01

)
τunitage

}
,

where n = U(A− 1) and µau is the sum of the right hand side of (1), except the unit effect
ζunit,au . See Appendix A.3 for details regarding n due to the constraints.

Sample φage,r.
φage,r is the spatial AR-parameter. It is assumed uniformly distributed between 0 and
1. Sampling is performed by calculating probabilities on a discrete number of outcomes
between 0 and 1. Gibbs sampling is then performed in order to obtain a sample.

3.1.3 Sample parameters in g-function (θg), if non-linear model.
In this section we describe the sampling of the parameters in the non-linear g-function in
(2), θ, γ and c.

In theory all parameters could be estimated from data. We would then perform Metropolis-
Hastings steps on each parameter involved at a time. However, there do not seem to be
almost any information regarding θ in the data, and simulations indicate that there are
many parameter sets that define the same function. Hence, we have fixed two paramet-
ers; θ = 0.5 and c = 1.

Details of sampling the γ parameter is given in Appendix A.4. Because each step is com-
putationally fast compared to updating the other variables involved, a fixed number of
iterations (currently 1000) are performed, giving in practice samples from the conditional
posterior.

3.1.4 Sampling of parameters in length-given-age model (θl).
The parameters in the length-given-age model (apart from the g-function) are the lin-
ear regression parameters and the precision parameters. The likelihood contribution can
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be written as a function of a few sufficient statistics, which must be calculated in each
iteration. This speeds up the computation considerably.

We divide the parameters into three sub-blocks, the first containing all the main effects
and cell effects in (2.2) together with the slope parameter, the second containing the
unit effects {εunitc,u } and the third containing all the precision parameters and the AR-
parameter. We update these blocks sequentially. Remember that we only use data from
units where there are some observed ages when estimating the parameters in the length-
given-age model. The only exception is when estimating the unit effects, where all the
data is used.

• Sample fixed and random effects, βconst, βyear
y , βseason

s , βgear
g , βhsz

u εregionr , εboatb ,
εcellc , εunit

c,u and β1.
All nonzero fixed effects are given non-informative Gaussian prior distributions with
zero mean, similar to the parameters in the proportion-at-age model. This makes the con-
ditional posterior a multivariate Gaussian distribution. The parameters are updated us-
ing the GMRFLib library. Details of the sufficient statistics involved are given in Appendix
A.5.

• Sample unit effects, εunit
c,u

We have assumed a Gaussian prior for the unit effects. Hence, given all the other vari-
ables, the posterior distribution is Gaussian, and the parameters are easily updated. De-
tails are given in Appendix A.6.

• Sample precision parameters, τ fish
lga , τunit

lga , τ cell
lga , τ region

lga and τ boat
lga , and AR-

parameter, φlga,r

We assume independent Gamma priors, currently Gamma(0.01,0.01), on the precision
parameters. Given all fixed and random effects and with independent Gamma priors
on the precision parameters, the conditional distributions for the precision parameters
become independent Gamma distributions. The precision parameters τ celllga , τ regionlga and
τ boatlga and the AR-parameter φlga,r are simulated similarly to the parameters in the age
model. The conditional posterior distribution of τ fishlga is given by

p(τ fishlga |data) ∝p(τ fishlga )

U∏
u=1

Nu∏
f=1

p(lu,f |au,f ,θl,θg)

∝(τ fishlga )N/2+0.01−1

· exp

−
1

2

U∑
u=1

Nu∑
f=1

[lu,f − β0,u − β1g(au,f ;θg)]
2 + 0.01

 τ fishlga

 .

The terms involved here can be calculated using the sufficient statistics, ssq, described in
Appendix A.5.
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3.1.5 Sample parameters for haulsize effect
If haulsize is included in the model, the separate model is estimated before doing the
MCMC simulation from the age and length-given-age model. This model is similar to
the weight-given-length model, except that the slope is zero. Hence, the same simulation
algorithm is used here. The mcmc samples from the simulation are stored, and are later
used when estimating the age model.
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3.2 Simulation of weight-given-length model
This part of the model only involves linear regression parameters and random effects
in addition to precision parameters, and is simulated similarly to the length-given-age
model.

The fixed and random effects and the linear regression parameters are simulated using
the GMRFLib library. Since this part is not affected by missing ages, the sufficient statistics
can be calculated without need for recalculation. Hence, the calculations for each iteration
are fast.

The precision parameters have independent Gamma priors, so the conditional distribu-
tions are also independent Gamma and are easily updated.

This part of the model is typically not affected by missing ages or classification errors.
Simulation of θw can therefore be performed independently of the other parts of the
model.
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4 Estimating catch-at-age

The main procedure for predicting the catch-at-age is based on two simple relations:

• The number of fish, T , is equal to the total weight,W , divided by the average weight
w̄.

• The number of fish in an age group a, T (a), is equal to the number of fish multiplied
by the proportion of fish in age group a, p(a).

The total catch is known through fisheries reports, and is given in weight for each cell,Wc.
The number of fish is usually so large that average weight can be replaced by expected
weight. Let Ec[w] denote the expected weight of fish caught in cell c. Then, the number at
age in a cell is given as

Tc(a) ∝ Wc

Ec[w]
Ec[p(a)].

We can also estimate expected length-at-age, Ec[l|a], and expected weight-at-age, Ec[w|a].

Given samples θ∗1, . . . ,θ
∗
S from the posterior distribution (3), samples of catch-at-age are

obtained by

T ∗s,c(a) =
Wc

Ec[w|θ∗s]
Ec[p(a|θ∗s)].

These samples can be used to construct predictions together with credibility intervals.

The cells for which we want to predict the catch-at-age, can be a combination of cells that
were used in the fitting, for which we have estimated values for the different effects, and
new cells. For new cells, the values of the fixed effects are zero. We simulate values for
the unobserved cell effects, and we assume there are no unobserved areas. For the age
model we include the unit effect by simulation over a given number of units. For the
length-given-age model and weight-given-length model, the unit effect is included in the
variance, and not when calculating the intercept.

Details on estimating Ec[p(a)] and Ec[w] are given in Appendix A.7.
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5 Program structure

The program is available in an R-package caa.

The model is implemented in C. Recent developments have resulted in a C-program that
can be run separately, where all the input and output are through binary files. The R
interface (see Hirst et al. (2016)) handles all the input data and parameter selections, and
creates the correct input files to the C-program. It also post-processes the resulting binary
files and creates summary tables and different plots.

The C-code depends on several libraries (taucs, metis, blas and lapack). However, the
latest version now uses a static version of these libraries, so there is no need for extra
installation of these libraries.

The C-code consists of three main routines; estimation of the age model and length-given-
age model, estimation of the weight-given-length model and the prediction routine.

The C-code is also documented in http://files.nr.no/samba/eca/.
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A Appendix

A.1 Conditional simulation of a Gaussian Markov random field (GMRF)
We briefly discuss the case where we want to sample from a GMRF under an additional
linear constraint. Let x be a vector of length n of all the effects to be simulated. Hence,
we want to sample from p(x|Ax = 0), where x ∼ N (0,Q−1) and A is a k × n matrix of
constraints. If k � n, samples can be produced by first sampling from the unconstrained
GMRF x ∼ N (0,Q−1), and then correct for the constraints by computing

x∗ = x−Q−1AT (AQ−1AT )−1Ax.

Then x∗ has the correct conditional distribution. Note that AQ−1AT is a dense k × k

matrix, and its factorization is fast to compute for small k (Rue and Held, 2005, Chapter
2).

A.2 Sample unit effects in age model
A Metropolis-Hastings algorithm is used to sample unit effects in the age model. Given
all the other parameters, dependency only occur within units for αau, making it possible
to perform simulation on units independently. The multivariate Gaussian proposal dis-
tribution is constructed by searching for the conditional mode running a few Newton-
Raphson iterations. Let αa,optu denote the alpha-values at the mode. The Hessian matrix
H at the mode is also calculated. Proposed values for αau, denoted α̃au, are constructed
from

ε = (LT )−1ε̃

α̃au = αa,optu + ε,

where H = LLT and ε̃ ∼ N (0, 1). Within unit, the parameters have the sum constrained
to be zero. Hence, only proposals for the first A−1 variables are constructed, and the last
is calculated from these.

The proposed values for all age groups are accepted with probability exp(log lnew −
log lold), where

log lnew =
∑
a

Nu(a) log
exp α̃au∑
a′ exp α̃a′u

−
∑
a

(α̃au − µau)2 +
1

2
(ε̃a)2,

and similarily for log lold. Further, µau is the sum of the right hand side of (1), except the
unit effect ζunit,au .
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A.3 Sample unit precision in age model
Assume x ∈ Rn and x ∼ N(0, σ2S). Assume we have available x|Ax = 0 where A is
of dimension nc × n. For the unit precision in the age model, we have n = U × A and
nc = U . Now

log[p(x|Ax = 0)] = log[p(x)]− log[p(Ax)]

=Const.− 1

2
log(|σ2S|)− 1

2σ2
xtS−1x+

1

2
log(|σ2ASAT |) +

1

2σ2
xtAT [ASAT ]−1Ax

=Const.− n− nc
2

log(σ2)− 1

2σ2
xt[S−1 −AT [ASAT ]−1A]x

=Const.− n− nc
2

log(σ2)− 1

2σ2
xtS−1x

where we in the last equality have used thatAx = 0.

This shows that under the constraint the only correction we need to do is to subtract nc
from n in the log(σ2) term. This is similar to the REML situation.

A.4 Sample parameters in non-linear g-function
A Metropolis-Hastings algorithm is used to sample the parameters in the non-linear g-
function in (2). In theory all parameters could be estimated from data. But we have fixed
the parameters θ and c, and only simulate γ. We use Gamma(0.01,0.01) as the prior dis-
tribution. The algorithm for simulating γ is as follows:

• Let γ be the current value.

• Draw independent proposal γ′ from

γ′ = fγ

where f has density

p(f) ∝ 1 +
1

f

on the interval [1/F, F ], where F > 1 (currently 1.01). F is a “step-length” for the
proposal for γ. The reason for using this is that

p(γ|γ′)
p(γ′|γ)

= 1,

• Calculate the acceptance probability, which is min{1, R}, where

R =
p(θ′g|θa,θl, a, l)
p(θg|θa,θl, a, l)

p(θg|θ′g)
p(θ′g|θg)

=
p(l|a,θl,θ′g)p(θ′g)
p(l|a,θl,θg)p(θg)

.
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We have

∏
u,f

p(lu,f |au,f ,θl,θg) =
( τ

2π

)N/2
exp

−τ2 ∑
u,f

[lu,f − β0 − β1g(a;θg)]
2


=
( τ

2π

)N/2
exp

−τ2
Nβ21g(a;θg)

2 − 2β1

∑
u,f

lu,f −Nβ0

 g(a;θg)

+
∑
u,f

(l2u,f )− 2β0
∑
u,f

l +Nβ20

 ,

whereN is the total number of fish. This means that only a few sufficient observators
must be calculated. The acceptance probability is then found from

logR =− τ

2

Nβ21g(a;θ′g)
2 − 2β1

∑
u,f

lu,f −Nβ0

 g(a;θ′g)

−Nβ21g(a;θg)
2 − 2β1

∑
u,f

lu,f −Nβ0

 g(a;θg)


+ (αγ − 1)(log γ′ − log γ)− βγ(γ′ − γ).

Because each step is computationally fast compared to updating the other variables in-
volved, a fixed number of iterations (currently 1000) are performed, giving in practice
samples from the conditional posterior.

A.5 Sample fixed and random effects in length-given-age model
In this section we will first show how to sample fixed and random effects in the length-
given-age model when we don’t include haulsize in the model. The unit effects are sampled
separately, and described in Appendix A.6.
Let x = [βconst, βyeary , βseasons , βgearg , εregionr , εcellc , β1]

T . The conditional posterior distribu-
tion can be written as

p(x|data) ∝p(x)p(data|x)

∝p(x) exp

−1

2
τ fishlga

U∑
u=1

Nu∑
f=1

[lu,f − β0,u − β1g(au,f ; θg)]
2


∝ exp

{
−1

2
xTQx+ bTx

}
.

This is a multivariate Gaussian distribution with precision matrixQ and meanµ = Q−1b.
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We can write∑
u,f

[lu,f − β0,u − β1,ug(au,f ; θg)]
2

=
∑
u,f

[
lu,f − β̂0,u − β̂1,ug(au,f ; θg) + β̂0,u − β0,u + β̂1,ug(au,f ; θg)− β1,ug(au,f ; θg)

]2
=
∑
u

Nu∑
f=1

[
lu,f − β̂0,u − β̂1,ug(au,f ; θg)

]2
+
∑
u

∑
a

Nu(a)(β̂0,u − β0,u)2 +
∑
u

∑
a

Nu(a)g(a; θg)
2(β̂1,u − β1,u)2

+
∑
u

2
∑
a

Nu(a)g(a; θg)(β̂0,u − β0,u)(β̂1,u − β1,u),

where Nu(a) is the number of fish at age a in unit u. Further, β̂0,u and β̂1,u are the least
squares estimates from the data, given by

β̂0,u =

∑Nu
f=1 lu,f − β̂1,u

∑A
a=1Nu(a)g(a; θg)

Nu

β̂1,u =

∑Nu
f=1 lu,f ·

∑A
a=1Nu(a)g(a; θg)−Nu

∑A
a=1[g(a; θg)

∑Nu(a)
f=1 lu,f ]

(
∑A

a=1Nu(a)g(a; θg))2 −Nu
∑A

a=1 g(a; θg)2
,

where Nu =
∑

aNu(a). Then, we find that the precision matrix is given by

Qu =


τ constlga + τ fishlga Nu τ fishlga Nu . . . τ fishlga Nu τ fishlga

∑
aNh(a)g(a; θg)

τyearlga + τ fishlga Nu

. . .

τ celllga + τ fishlga Nu τ slopelga + τ fishlga

∑
aNu(a)g(a; θg)

2

 ,

and

bu = τ fishlga



β̂0,hNu + β̂1,u
∑

aNh(a)g(a; θg)

...
β̂0,hNu + β̂1,u

∑
aNh(a)g(a; θg)

β̂0,h
∑

aNh(a)g(a; θg) + β̂1,u
∑

aNu(a)g(a; θg)
2


.

In addition we have that

ssq =

Nu∑
f=1

[
lu,f − β̂0,u − β̂1,ug(au,f ; θg)

]2
=

Nu∑
f=1

l2u,f + β̂20,uNu + β̂21,u

A∑
a=1

Nu(a)g(a; θg)
2

− 2

β̂0,u Nu∑
f=1

lu,f + β̂1,u

A∑
a=1

[g(a; θg)

Nu(a)∑
f=1

lu,f ]− β̂0,uβ̂1,u
A∑
a=1

Nu(a)g(a; θg)

 ,

which is needed when sampling the observation precision, τ fishlga .
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If we include haulsize in the model, the likelihood contribution is calculated from∑
u,f

[
lu,f − β̃0,u − β1,ug(au,f ; θg)− βhszu xhszu

]2
,

where β̃0,u is the intercepth without the haulsize term. Similarily to above, we can find
that the precision matrix and b-vector are given by

Qu =



τ constlga + τ fishlga Nu . . . τ flga
∑

aNu(a)g(a; θg) τ fishlga Nux
hsz
u

τ fishlga Nux
hsz
u

. . .

τ slopelga + τ fishlga

∑
aNu(a)g(a; θg)

2 τ fishlga

∑
aNu(a)g(a; θg)x

hsz
u

τhszlga + τ fishlga Nux
hsz 2
u


,

and

bu = τ fishlga



β̂0,uNu + β̂1,u
∑

aNu(a)g(a; θg)

...
β̂0,uNu + β̂1,u

∑
aNu(a)g(a; θg)

β̂0,u
∑

aNu(a)g(a; θg) + β̂1,u
∑

aNu(a)g(a; θg)
2

β̂0,uNux
hsz
u + β̂1,u

∑
aNu(a)g(a; θg)x

hsz
u


.

The last column and row corresponds to the haulsize effect. The rest of the matrix and
vector is the same as before.

A.6 Sample unit effects in length-given-age model
The length-given-age model can be written as

lu,f = β̃0,u + εunitc,u + β1g(au,f ; θg) + εfishu,f ,

where β̃0,u contains all the terms in the intercept except εunitc,u . We have assumed a Gaus-
sian prior for the unit effects. Hence, given all the other variables, the posterior distribu-
tion is Gaussian, and the parameters are easily updated. We have

U∑
u=1

Nu∑
f=1

[
lu,f − (β̃0,h + εunitc,u + β1g(au,f ; θg))

]2
=

∑
u

Nuε
unit 2
c,u − 2

∑
u

εunit 2c,u

[
Nu(β̂0,u − β0,u) +

∑
a

Nu(a)g(a)(β̂1 − β1)

]
+ const,

where Nu(a) is the number of fish at age a in unit u, and Nu =
∑

aNu(a).

The precision matrix and the b-vector in the canonical representation become

Q = τunitlga + τ fishNu

b = τ fishlga

[
Nu(β̂0,u − β0,u) +

∑
a

Nu(a)g(a)(β̂1 − β1)

]
.
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A.7 Estimating catch-at-age
In order to calculate the number at age in a cell we need to estimate Ec[p(a)] and Ec[w].

First we estimate Ec[p(a)] from Monte Carlo simulation over a given number of units,
where the number of units, NMC,c, can be different for each cell. In each unit we do the
following:

• First, we sample the precision terms

εageu ∼ N (0, τ boat −1age + τunit −1age ),

εlgau ∼ N (0, τunit −1lga ),

νwglu ∼ N (0, τunit −1wgl ).

• If haulsize is included in the model we also sample εhaulu ∼ N (0, τhaul −1hsz ) and calcu-
late new haulsize using the values from the estimation for the other covariates

log hszu = δconst + δyeary + δseasons + δgearg + νregionr + νcellc + εhaulu .

• Then we calculate pu(a) using values from the estimation, and the simulated preci-
sion terms

αau =αconst,a + αyear,ay + αseason,as + αgear,ag + ζregion,ar + ζcell,ac

+ αhsz,au εhaulu + εageu ,

The terms ζcell,ac can be missing and are then simulated. The resulting estimate of
pu(a) is then

pu(a) =
exp(αau)∑
a′ exp(αa′u )

Then, in a given cell we have

Ec[p(a)] =
1∑NMC,c

u=1 hszu

NMC,c∑
u=1

pu(a)hszu

Ec[l|a] = exp

{
β0,u + β1g(a; θg) +

1

2

(
1

τ fishlga

+
1

τunitlga

)}

Ec[w|a] = exp

{
A+Bg(a; θg) +

1

2
σ2
}

Pc(l|a) =Φ(lu|µl(a), τ fishlga )− Φ(ll|µl(a), τ fishlga ); l ∈ (ll, lu)

E[l]c =
∑
a

Ec[p(a)]Ec[l|a]

E[w]c =
∑
a

Ec[p(a)]Ec[w|a],
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where

A =δ0,u + δ1β0,u

B =δ1β1

σ2 =δ21

(
1

τ fishlga

+
1

τunitlga

)
+

(
1

τ fishwgl

+
1

τunitwgl

)
µl(a) =β0,u + β1g(a; θg).

The catch-at-age in cell c for a given age and length interval is given by

Tc(a, l) =
Wc

E[w]c
Ec[p(a)]Pc(l|a).

Hence, the total for all cells become

T (a, l) =
∑
c

Tc(a, l)

E[l|a] =

∑
c(Ec[l|a]

∑
l Tc(a, l))∑

l T (a, l)

E[w|a] =

∑
c(Ec[w|a]

∑
l Tc(a, l))∑

l T (a, l)
.
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