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1 Introduction

This note is written as part of the IMiSKdel project.

The goal of this project is to establish a nationghegimental platform for infrastructure
for multimedia services in seamless natkg. Rrticipants are Norwgan Computing
Center (NR), UNINETTDepartment of Informatics at the Warsity of Oslo, and Erics-
son.

1.1 Motivation

The subjects of study in this note are the heernet Protocol (IPv6), the Asynchronous
Transfer Mode (AM) service and Inigrated Service &lket Network (ISPN) with Re-
source Reseation Protocol (RSVP), part of thexteeneration Internet model.

IPV6 is chosen as it will be one of the basic protocolsxhgeneration IP netorks. The
protocol will replace IPv4, adding arpganded address space and renctionality for
multimedia communication. The IMiSefnel infrastructure will support IPv6 communi-
cation.

ATM, or broadband ISDN, is enggng as a widely used link-layer protocol for high band-
width trafiic. The service is also defined for end-to-end communicatudrihls is rarely
used. The IMIS Krnel infrastructure will use ™M as carrier in the core netrk.

ISPN is a proposed wnepaclet-based Internet architecture model, and>dansion to
traditional best-dbrt Internet. The model defines a number ok rservice classes, and
introduces the concept of quality of service (QoS) to the Internet.

RSVP is a protocol for establishing and maintaining resource ety on the Internet.
The protocol has attracted a lot of interest, despitevaf@rtcomings, which is whit is
chosen as a subjcet of studye IMIS Kernel infrastructure will implement RSVP

1.2 Outline

After this short introduction, IPv6 is described in chapter 2. In chapt€éVBig\presented,
whereas ISPN and RSVP are the focus of chapter 4. The final chapter contains a short
summary and a look ahead to futurerkvon these issues as part of the IMi€riel

project.

The content of this note is based om tane-hour lectures on the subjects of staahyl
will thus only pravide an @erview of the issues.

Norsk Regnesentral 9
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2 IPV6

The compelling reason for IPv6 is the need for gdanddress space. It is estimated that
10 computers will possibly be connected to the Internet by the year 2020 [4]! Addition-
ally, as the protocol will replace the old one, a thorougisian of all parts \&s conducted,
leading to impreed support for the xé generation Internet model.

The first two sections of this chapter present a bnafreien of the diferences in format

and functionality between IPv4 and IPv6. Section 2.3 is concerned withvitedadeess-

ing formats and types, whereas section 2.4 focuses onvhextension headers. In sec-
tion 2.5 to 2.8 four important areas supported hwy Hev6 functionality are presented in
slightly more detail. Section 2.9 describes the transition mechanisms betweerm the tw
protocols, before a short list of IPv6 testing axyplezimental emironments is gien in the

last section.

2.1  Changes from IPv4

IPv6 was and is being eeloped by the IPng evking group of the Internet Engineering
Task Force (IETF), and is m@ an IETF proposed standard [2].

The main changes compared to IPv4 are [3]:

» Larger address space, as an IP address is now 128, not 32 bits long

» Header simplifications, as there is now a fixed format and no checksum.

« Better support for options, with the introduction of extension headers, and new func-
tionality.

The IPv6 packt format is shan in figure 1. The header and payload are mandatory
whereas thex¢ension header(s) is optional components.

Header | Extension Payload
header(s)

Figurel: IPv6 packet format

2.2  Funtionality in IPv6

The compostition of the IP header is the bigge$tifice between IPv4 and IPv6, when
it comes to incorporating mefunctionality in the protocol.

Norsk Regnesentral 11



Version IHL [Type of Service Total Length

Identification Flags Fragmentation Offget

Time to Live Protocol Header Checksum

Source Address

Destination Address

Figure2: IPv4 header (~1975)

The old IPv4 header is slva abwe in figure 2, and should be compared to tive ifRv6
header presented belan figure 3.

Version Class Flow Label
Payload Length Next Header Hop Limit

Source Address

Destination Address

Figure3: IPv6 header

In short, nev functionality in IPv6 include:

* Quality of service: support for flow and class differentiation
* Mobility: address auto configuration
» Security: support for authentication, integrity and confidensiality.

12 Norsk Regnesentral



« Routing: neighbor discovery algorithm and DHCPv6
More details rgarding each area arevgh in section 2.5 to 2.8.

2.3  Addressing

An IPv6 address is composed of 128 bits. The notation consists of eight 16g@tsnte
separated by colons. Each e is represented by fourxtaslecimal digits. &r corve-
nience, a f& abbreiations such as the double-colongention (indicating a sequence of
zeros) are allwed.

An example of an IPv6 address from NR is 3FFE:2A01::<64 bits axteridentifier>.
The folloving address formats are defined:

» aggregatableglobal addresses (with prefix 001), which consist of four fixed-sized
components: TLA (top level aggregator, 13 bits), NLA (next level aggregator, 32
bits), SLA (site local aggregator, 16 bits) and interface identifier (64 bits).

« specialaddresses: link-local (with prefix FE80, only used within a single link), site-
local (with prefix FECO, only used within a single site), IPv4 (with 96 zero bits
prefix), loopback (0:0:0:0:0:0:0:1) and unspecified (16 null bytes).

Three address types are defined:

* unicast (one to one interface)
* multicast (one to many interfaces)
e anycast (one to one-of-many interfaces)

Multicast is an intgral part of IPv6, and not anxtension as in IPv4. All routers should
recognize the multicast address format, which includesopefield for limited packt
distribution. This scales better than the tuning of theeTto Live field in IPv4. Also, the
Internet Group Management Protocol (IGMP) isvniacluded in the ne Internet Control
Management Protocol (ICMP) v6, which is incompatible with the old ICMPv4.

Anycast is a n& address type. Routers should d&lithe packts to the “nearest” inter-
face. One possible area of use is load balancing on a web site weithl serers with
replicated file systems [5].

There is no broadcast (one to all inseds) address type in IPv6.

2.4  Options

In order to reduce complgy in the IP headelnd increase #tiency in routing, a num-
ber ofextension headerare introduced in IPv6. In recommended orémrfaster header
processing, theare:

* hop-by-hop options (extra router information, jumbo payload)

e destination options (generic, additional functionality)

* routing (intermediate router “visits”)

» fragment (packet division)

* authentication (security)

» encrypted security payload (security)

Norsk Regnesentral 13



For more details garding the structure of these headers, see [4].

2.5 Quality of service

To support Quality of Service (QoS)dwaev fields are included in the IPv6 header:

e Class field (8 bits)
* Flow label (20 bits)

In theclass field the first bit, D, is set to indicate delay-sensitfe.g. real-time) trét.
The net three bits specify global, netrkwide priority level (trafic class), similar to the
precedence bits inype of Service field in IPv4 [1]. The last four bits are reserfor
future use.

Incidently, there is nav discussion going on in IETF abouvigng the use of theype of
Service (BS) field for “diferentiated service”. Thisavk will have an impact on thexact
specification of the class field, which isyne field is not yet defined.

The flov label identifies #dlow- a sequence of pagets from the same sendtrat “belong
together” and demand special treamment. The intended use is when making resource res-
enations. Each fl@ will be assigned a (pseudo)random and uniform number from 1 to
FFFFF but routers and hosts withoutwficsupport will set the flo label to O.

Until recently (&ll 1997) there as a 4 bits drop priority field and a 24 bitfl@abel, lut
the notion of source-relag priorities that wuld differentiate paaits belonging to the
same flav is nov abandoned, because of discouragixgeeimental results [4].

2.6  Mobility

In IPV6 there is better support for a mobile architecture, as proposed in MobilelP [6], and
shawvn in figure 4. The mobile node needs a home agent iwitssabnet, and a care-of-
address (CA) in the foreign subnet. THandingbetween the home address (A) and the
COA is maintained by the home agent.

Three destination optionstension headers are defined in MobilelPv6 to support this
architecture: Binding Update, Binding Ackmi@dgement and Binding Request.

14 Norsk Regnesentral



Foreign subnet Correspondent

Mobile no{d;A| \]\]\Q node

IPv6 Q
Q Internet

Home agent/Addr/COA

Binding
A | FA

Figure4: Mobile IP architecture, from [5]
Address autoconfiguration iswan intgral part of IPv6. Wo modes are supported:

+ stateless
+ stateful

In stateless mode, the configuration of the host is automatic, without manual interaction,
and based on some uniquednoke.g. the Ethernet address). In stateful mode, the config-
uration requires a sezy and a configuration protocol, Dynamic Host Configuration Pro-
tocol (DHCP) v6.

Also, a Neighbor Disogery procedure is deloped in IPv6. The algorithm is an impes

ment of, and encompasses the funtions in the Address Resolution Protocol (ARPv4) and
the ICMP Router Disoeery. The nev procedure identifies link-layer addresses of other
nodes in the same subnet.

2.7  Security

IPv6 introduces lilt-in security mechanisms at the netk level providing:

» Security associations
* Authentication
» Confidentiality

A unidirectionalsecurity associatiors established between a sender and avecéihe
association is identified by a Securigr®meter Inde (SPI) and the recetr address.

The authenticationx¢ension header fdrs bothautbelowhenticatiorand data intgrity.
The keyed MD5 cryptographic algorithm is specified asadéif when computing the
checksum.

Confidentialityand data intgrity is provided by the encapsulating security payload (ESP)
extension headeT he specified datilt encryption algorithm is Data Encryption Standard-
Cipher Block Chaining (DES-CBC). Either the payload only or the entire IPep&ck

Norsk Regnesentral 15



encrypted. Figure 5 beloillustrates the pa&kt format when only payload encryption
(Transport mode ESP) is applied.

IP hdr.| Ext hdr(s) ESP hdr.: Payload

<«+——Unencrypted——»<«—Encrypted—»

Figure5: Transport mode ESP packet format, from [5]

The secure dy distribution method is likly to be Photuris. The method is based on the
Diffie-Hellman ley exchange algorithm, which uses the concept ofgpei and public

keys.
Although all the algorithms mentioned afeoare standardized in IPv6, a sender and a
recever can ngotiate to apply others as part of a security association establishment.

2.8 Routing

By using the routing»dension headen sender can list one or more intermediate routers
to be “visited” by the IPv6 paek before reaching its final destination. This functionality
permits [3]:

» Provider selection (based on cost etc.)

» Host mobility (route to current location)

* Auto-readdressing (route to new address)

Else, routing in IPv6 is almost identical to IPv4 routing. All the same routing protocols,
e.g. OSPFRIF, are used, only upgraded to support IPv6.

2.9 Transition mechanisms

As the entire Internet can not be upgraded at once, interoperability between IPv4 and IPv6
nodes is the most important transition objextiThis means a gradual upgrading and
deploying of IPv6 routers and hosts, and ensuring bacéwompability with 1Pv4.

The transition mechanisms include:

« Domain Name Server (DNS) upgrade, by introducing AAAA resource records
« Dual protocol stacks, with parallel support for both IPv4 and IPv6
» Tunneling of IPv6 packets over IPv4 regions

A simple tunneling xample of encapsulating IPv6 in IPv4 is@n in figure 6.

16 Norsk Regnesentral



IPv4 Header
IPv6 Header IPv6 Header
Transport Transport
+ data + data

Figure6: IPv6 in IPv4 encapsulation

Also, to facilitate the upgrading ofxesting IPv4 applications and ease thealepment
of new IPv6 applications, a standard IPv6 programming iaterfis defined.

2.10 Testing and experiments

More and more research- anddi®pment groups are establishing IPv6 tegirenments.
A few examples, with corresponding web addresses:
e 6-bone: an open IETF forum, providing a worldwide IPv6 testbed
http://ww=-cnr. | bl.gov/6bone/
» Digital IPv6 prototypehtt p: // ww. di gi tal . com i pv6/
» Lancaster University IPv6 projedtit t p: / / ww. cs-i pv6. | ancs. ac. uk/

* Norwegian Computing Center (NR): IMiS Kernel - an experimental IPv6 network
under establishment in cooperation with UNINETT and the Department of Infor-
matics at the University of Oslo

http://ww. nr.no/ims/ims-k/
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3  Asynchronous Transfer Mode
(ATM)

ATM (Asynchronous flansfer Mode) is a result of the CCIETnav ITU-T) attempt to
standardize Broadband ISDN in the mid 1980s.ds$ wriginally closely bound up with
the emeging Synchronous Digital Hierargl{fSDH) standards, andas first deeloped to
provide communication channels with arbitrary bandwidth within a mukiptéehierar-
chy consisting of a defined set oféa-bandwidth channels. The reasorywdTM also
can praide channels ofariable bitrate, is a sidefett that emeaged from its praision
of arbitrary-capacity channels.

ATM started out as technology for the telecommunications commiumityn the early
1990s the AM standard \as seen also by the data communications community as a prom-
ising candidate for netwking in the local area as well as a replacement for TDMgT
Division Multiplexing) in transmission systems.

ATM has become a success as a link layer technology becausesthagh-speed con-
nections to routers and neivk through a fleible, high-speed, and scalable link layer

Intergrated Services in the Internet is becoming a reality witld As the important back-
bone technology‘Classical” IP @er ATM is now widely deplyed, efectively solving

the problem of “best &rt service” in Internet with AM links. An important problem is

to integrate AM networks with the Intgrated Services Internet. RSVP (Resource ReS-
erVation Protocol) is the setup or signalling portion of the Internegiated Services
model.

Another reason for usingIM is its possibility to intgrate &isting and/or n& LANs and
WANs since the same protocols can be used for both LANs &iNEW

ATMs biggest disachntage though, is that its standardization is not complete, and that the
standard is not precise and detailed enough when it comes to implementation issues. This
malkes it less seamless to igtate services, and also to igitate diferent A'M networks

even though thg are based on the same standard.

The ATM Forum

The ATM Forum is an international non-profitganization formed in 1991 with the ob-
jective of increasing the use off M products and services through a rapidvemgence
of interoperability specifications. In addition, ther&im promotes industry cooperation
and avareness. Currenthffhe A'M Forum counts wer 900 member companies, and it
remains open to grorganization that is interested inmfM-based solutions.

The ATM Forum [14] consists of a evidwide Technical Committee, three Maating
Committees for North America, Europe and Asaeific as well as the Enterprise Net-
work Roundtable, through whichTM end-users participate.

The A'M Forum Ednical committeavorks with other wrldwide standards bodies se-
lecting appropriate standards, resolvinged#nces among standards, and recommending
new standards wherxesting ones are absent or inappropriate. Téehhical Committee
consists of seeral working groups, which westicate diferent areas of BM technology
[14].
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The AM Market Avareness Committeggovide marleting and educational services de-
signed to speed the understanding and acceptandéwiekhnology [14].

The Enterprise Network Roundtapfermed in 1993, consists ofTM end-users. This
group interacts glarly with the Markt Avareness Committees to ensure thaMA
Forum technical specifications meet realrld end-user needs [14].

The initial focus of the AM Forum has been the wldopment of specifications gerning
the use of AM in a LAN ervironment. AMs origin as a wide-area telecommunications
standard and its rapid deplaent in the LAN, MAN and \WWN ernvironments requires it
to be simultaneously processed through multiple standards bodies (IANST, IETF)

[7].

This chapter started with an informal introduction TvAand the AM Forum, and will
continue with a description of the basics afM\ (section 3.1) with focus on the cell
structure with its dferent interfces in section 3.2, twpossible types of connections,
virtual paths and virtual channels, in section 3.3, and signallingr M, Alescribed in
section 3.4.

Section 3.5 introduces thel M reference model, and describes in detail the structure of
the diferent layers, bothartically and horizontallyQuality of service and tra man-
agement in AM is described in section 3.6, whereas section 3.7 is concerned with the use
of ATM in networks. The whole chapter is concluded witlotshort sections on™ and
mobility (section 3.8), and WM and multimedia (section 3.9).

3.1 ATM Basics

ATM - Asynchronous flansfer Mode - is the complement of, andswdeeloped from
Synchronous ansfer Mode

Syntronous Tansfer Modés a synchronous time multipled system where the packages
are transferred in predefined 125 ms time slots. Synchronous time muitip(éxed
cycle) lets the user ke full access to the channel for &em time interal. This implies
that the time slot will be empty if a user does noehaything to send [2].

Asyndironous Tansfer Modes on the other hand based on asynchronous time muttiple
ing. The basic theory behindlTM is that the packages sent is named according to the
connection, and not a specified time. Asynchronous time muitigi¢on demand) alles

the users to get arbitrary access to the channel wéetiny have something to send, and
they will then get full access to the channel throughout the whole transmission [2].

3.2 ATM Cells

The most important and most significant part ®VAis the packages, or cells asytltee
called in the wrld of ATM because theare of a fied length of 53 bytes. The cells are
small, which reflects the origin in telecommunication reks. The header constitutes 5
bytes, and the rest is resedvfor data, 48 bytes.TM was independently proposed by
Bellcore, the research arm off&T in the US, and sesral giant telecommunications
companies in Europe, and this isywthey ended up with the compromise of 48 bytes of
data (USA vanted 64 bytes, Europe 32 bytes).
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The ATM cells hare no eplicit sender or receers address because the combination of
the connections VCI (vtual Channel Identificator) and VPI iftual Path Identificator)

is used instead. This medk the switchingdster because you do the switching according
to 28 bit VCI/VPI instead of 128 bit IP addresses (IPv6).

There are tw types of cells defined in theTM specification: one for the usaetwork
interface (UNI), and one for the neatvk-network interface (NNI) as pictured in figure 1.

5 bytes 48 bytes

—
UNI Cell Format GFQ VPI| VCI PTI E HEC | DATA

NNI Cell Format VPI VCI PTIE HEC| DATA

Figurel: Specification of the cells in ATM, based on [4], where UNI is the cell for the user-to-network
interface (host-to-switch), and NNI is the cell for the network-to-network interface (switch-to-switch).

* GFC: generic flow control - 4 bits (only for UNI)

« VPI: virtual path identifier - 8 bits for UNI, and 12 bits for NNI
» VCI: virtual channel identifier - 16 bits

* PTI: payload type - 3 bits

e CLP: cell loss priority - 1 bit

» HEC: header error correction - 8 bits

» DATA: 48 bytes of data

The generic flow conwol (GFC) field does not appear in the cell header internal to the
network, kut only at the usemetwork interface. The field could be used to assist the cus-
tomer in controlling the fle of traffic for different qualities of service. Thartual path
identifier (VPI) constitutes a routing field for the netk. It is 8 bits at the useretwork
interface, and 12 bits at the netk-network interiace, alleving for more virtual paths to

be supported within the nebnk. Thevirtual channel identifie\VVCI) is used for routing

to and from the end usat functions much as a service access point. pdyoad type
(PT) field indicates the type of information in the information field.adug of O in the
first bit indicates user information, alue of 1 indicates that this cell carries nativ
management or maintenance information. ¢ékloss priority(CLP) is used to prade
guidance to the netwk in the @ent of congestion. Aalue of 0 indicates a cell of rela-
tively higher priority which should not be discarded, an@laesof 1 indicates that this
cell is subject to discard within the netk. Each AM cell includes also an 8-Hieader
error contiol (HEC) that is calculated based on the remaining 32 bits of the haades
used not only for error detectionytin some cases also for error correction ([1]).

The VPI and VCI will together be the unique identifier of the transmission or connection.
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Most of the header information is generated in thdlAayer, but the payload data is
generated by theTM adaptation layer (AAL). HEC (Header Error Correction) is gener-
ated by the pysical layerand not by the AM-layer. HEC is used to detect and/or correct
header information. A single error can be detected and corrected, wieitalsrors can
only be detected. A cell with geral errors will be dischged.

3.2.1 UNI and NNI

Virtual channel connections are set up betweendamdpoints which can be either end
users, netark entities, or an end user and a ratentity [1].

An end user to end user connectisrused to carry end-to-end user datda,dan also be
used to carry control signalling between end users. A VPC between end us&lsspro
them with an werall capacity; the VCC ganization of the VPC is up to thedwend users,
provided the set of VCCs does notceed the VPC capacity

An end user to network entity connectisrused for useto-network control signaling. A
VPC can be used to aggege trafic from an end user to a neivk exchange or netark
sener.

A network entity to network entity connectisrused for netark trafic management and
routing functions. A VPC can be used to define a common route foxtharege of
network management information.

The UNI (usemetwork interface) and NNI (netark-network interiace) are similarthe
difference being that the UNI will connect customer equipment which could include
broadband terminals, terminal adaptors, and cell-based LAN/MAN equipment as well as
ATM switches. The NNI can only connect trunk ports ®VAswitches and hence does

not need the GFC field in th@ M cell headerlt is intended to connecilM subnetvorks

or networks and hence the GFC field has been subsumed into the VPI fieAdnglli

times as manvirtual paths.

ATM End Public E\'Llj'tl\)/lllc
n ATM L=t o o
System Public UNIJ| _ Switch Switch_jggublic UNI
Private NNI ATM End
ATM End System
i ATM
System Switch o
Public Bubl
ATM ‘\, unblic
; ATM
Switch Switch
ATM End/ Private UNI Wit
System

Figure2: The difference between private and public UNI and NNI, from [5]
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The prvate UNI is used betweenTM end systems in the pate netwrk and the switch
that connects them. Public UNI is used to connect a component fromvidie pretvork
to the public netark, see figure 2.

NNI is used between the switches in the public netwand since all flw control ofered
is the one by UNI, this means that a switch is only responsible for controlling the user data
which has its origin in this same switch.

3.3 ATM Connections

ATM connections are characterized as

* Permanent Virtual ConnectiorfRVC)

- Established through an external mechanism, typically a network management
station

- All switches between the sender and the receiver is programmed with the correct
values of VCI/VPI.

» Switched Virtual Connectio{SVC)
- Established by an application through signalling protocols.
- Many higher layer protocols are based on the use of SVCs.
and also as
» Point-to-point
- which can be either uni- or bidirectional.
» Point-to-multipoint
- where a root node is connected to multiple leaf nodes
- cell replication is done by the ATM switch in each branch
- only unidirectional!

LAN technologies allw multipoint-to-multipoint connections, and support for this in
ATM would have simplified LAN-LAN implementations. AAL 5 (BM Adaptation Layer
service protocol 5, described in more detail in subsection 3.5.3.2) which is often used for
data communication has no possibility to distinguish between cells that belong to other
data packts recaied on the same logical connection. This means that all the catlscha
come in sequence for the patko be reassembled. AAL 3/4 has this function in its MID
(Message Identifier) fieldubit is not desirable to use this protocol because d@rigbre
comple than AAL 5.

The solution used in theTM Forum’s LAN Emulation specification is a multicast sarv
where you hee uni-directional, point-to-point connections to the eerand the seer
has uni-directional point-to-multipoint connections outuwergbody else.

3.3.1 Virtual Channels (VC) and Virtual Paths (VP)

ATM is connection-oriented and demands a virtual connection to be established by the use
of management and automated call procedures. Alictfa¢longing to the same virtual
connection is switched the samaythrough the net. M connections are of twtypes:

Virtual Paths, and Vtual Channels.

Norsk Regnesentral 23



VP VPl
. 1 5 7
* \
VPI =7, VCI = 3, ATM3node

VPIinVPloyt
7 3

VPI=3,VCI=3,4

=== Plysical Line
— VC

Figure3: The relationship between VCs, VPs, and the physical line, from [5].

Virtual channels (VC) are unidirectional logicalM connections with some resex/
resources. Mual channel connections (VCCs) are the basic unit for switching iTkh A
network. A Virtual Path (VP) is a number of virtual channels thatehtihe same endpoints
(see figure 3), and is considered as one unit for unidirectiorfad {E4f Thus, all the cells
flowing over all the VCCs in a single VPC are switched togettietual paths are iden-
tified through the Wtual Path Identifiey and \irtual Channels through the combination
Virtual Path Identifier/\ftual Channel Identifier

The virtual-path technique helps contain the control cost by grouping connections that
share common paths through the retwninto a single unit, see figure 4.

Private AAM net Private AAM net

Figure4: How private and public networks relate to VPs and VCs, from [5].
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The process of setting up a virtual path connection is decoupled from the process of setting
up an indvidual virtual channel connection [1]:

» The virtual path control mechanisms include calculating routes, allocating capacity,
and storing connection state information.

» To set up a virtual channel, there must first be a virtual path connection to the re-
quired destination node with sufficient available capacity to support the virtual chan-
nel, and with the appropriate quality of service. A virtual channel is set up by storing
the required state information (virtual channel/virtual path mapping).

Once a VPC is set up, itis possible for the end usergtdiate the creation of meVCCs.

Table 1: A summary VP/VC terminology [1]

Virtual Channel VC A generic term used to describe a unidirectional transpoft of
ATM cells associated by a common unique identifédue.

Virtual Channel Link A means of unidirectional transport of W cells between a
point where a VCl alue is assigned and the point where that
value is translated or terminated.

Virtual Channel VCI Identifies a particular VC link for axgn VPC.
Identificator

Virtual Channel VCC A concatination of VC links thatxtends between twpoints
Connection where the adaptation layer is accessed. VCCs avidpob

for the purpose of userser usernetwork, or netvork-net-
work information transfeiCall sequence inggity is pre-
sened for cells belonging to the same VCC.

Virtual Path VP A generic term used to describe unidirectional transport pf
ATM cells belonging to virtual channels that are associated
by a common unique identifieale.

Virtual Path Link A group of CV links, identified by a commoalue of VPI,
between a point where a VPdlue is assigned and the poift
where that &lue is translated or terminated.

Virtual Path Identificator VPI Identifies a particular VP link.

Virtual Path Connection VPC A concatination of VP links thaikéends between the point
where the VCl alues are assigned and the point where thpse
values are translated or revedl, i.e., ®tending the length off
a hundle of VC links that share the same VPI. VPCs are pro-
vided for the purpose of usaser usernetwork, or netvork-
network information transfer
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3.3.2 Switching in ATM

One of the adantages of using™M, is that the switching is done in harake since all
cells hae the same size. The switching function is rather simple in theotrglilvs to
be more complicated in practice!):

* A cell is received over a link with known VPI/VCI
» The switch finds the outgoing link with the new VPI/VCI by looking up a table
* The cell is then transmitted over the new link

Unlike Ethernet, the switches ifT M networks are imolved in the connecting process by
creating states and doing askedging between switches. If the connection is interrupted
in one vay or anotherother switches ha to remwe the states. ThelM standard does
not specify a routing protocol. Thelr®M switch works as a VP or a VC switch for each
connection, see figure 5.

VC Switch
VCI=3

Port 2

—ef VCl=4
VCI=1
VCI=2 VCI=3
VCI=1 VCI=1
VCI=2 VCI=2

VP Switch Port 3

Figure5: A typical VP/VC switch, from [9].

3.4  Signalling in ATM

Signalling in A'M can be drided into three layers [5]:

» layer 1: signalling between physical hardware devices
» layer 2: interconnection of interworking units
» layer 3: establishment of calls and connections
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For B-ISDN, the UNI signalling is located in layer 3. Signalling iVAspans tw differ-
ent control areas:

« Connection (Bearer) Controprocedures to set-up or initialize features of user data
connection, e.g., the ATM connection, the process of connecting.

» Call Control procedures for maintaining the connection itself, e.g., associating spe-
cific VPIs and VCls with a calling user, clearing VPI/VCI tables.

Two important tasksxest in ary signalling scenario:

* network-dependenasks:
- set-up, maintenance, and clearance of VCCs and VPCs
- negotiation of traffic characteristics
» service-dependenmasks:
- independent of any specific network feature
- not compulsory, but may be integrated
- definition and support of multicast and multipeer
- symmetric or asymmetric behavior of connections
- QoS parameter negotiation

The last point of the netwk- and service-dependent tasks implies that QoS is related to
the netvork and services through the fraimanagement concepts Peak Cell Rate (PCR),
Minimum Cell Rate (MCR), and Sustainable Cell Rate (SCR), and the QoSufdtiGell

Loss Ration (CLR), Cell fAnsfer Delay (CTD), Cell Delayaviation (CD/), and Burst
Tolerance (BT), all described in more detail in section 3.6.

3.5 The ATM Reference Model

Management Plan

User Plane Control Plane

Higher Layer Protocols | Higher Layer Protocols

| ATM Adaptation Lay er |

ATM Lay er

u

u

Physical Layer

Figure6: The ATM reference model, based on [5], [10],and [12].

The ATM reference model has layers inawimensions: horizontal anenical, as can
bee seen in figure 6. The horizontal layers correspond to tkerd@mmal netwrk layers
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from the OSI model, including the ydical layer the ATM layer, the ATM adaptation

layer, and other higher\els. The wertical layers function across all the horizontal layers,
and are typically concerned with the interaction between the horizontal layers, and include
the user plane, the control plane, and the management plane.

Theuser plands concerned with the transmission of user data, and alswesoassoci-

ated controls li flov control and error control. Theontol planeperforms call control

and connection control functions. Thenaggement planeonsists of functions used to
interact and coordinate adgties associalated with the user plane and the control plane
andincludesplane mangementwhich performs management functions related to a sys-
tem as a whole and prides coordination between the planes, Ey&r mangement

which performs management functions relating to resources and parameters residing in its
protocol entities [1].

3.5.1 Physical Layer

The plysical layer controls the sending and retwyj of bits aver the plysical medium. It
also leeps track of the boundaries of thHEM\cells, e.g., where a cell starts and where it
ends. The pysical layer is also responsible for plugging cells into the right frame type for
the ptysical medium that is used.

The plysical layer consists of twsublayers[b] and [12):

» Physical Medium Sublayer (PMyhich is concerned with the transmission and re-
ception of a continuous flow of bits with synchronize information. The signals are
converted into electrical or optical signals suitable for transmission on optical fibre,
coaxial cable, or radio links. It only covers the physical medium functions, and
specifies for instance SDH/Sonet and FDDI.

» Transmission Convergence Sublayer (WB)ch limits the cell size, generates and
checks the HEC (a 8 bit header error control for correction of single bit errors, and
detection of multiple bit errors), and inserts and removes empty ATM cells for trans-
mission speed adaption. This sublayer also does frame generation and recovery, and
mapping of cells into lower layer containers.

The B-ISDN (broadband ISDN) specifies thdtM\cells are to be transmitted at a rate of
155.52 Mbps or 622.08 Mbps. As with ISDN, there is a need for specifying the transmis-
sion structure that will be used to carry this payload.tke 155.52 Mbps inteate, tvo
approaches has been defined, a cell basesiqathlayeyand an SDH-based ypéical layer

[1]. In addition, [5] recognizes twother standards for frame adaption: Plesiochronous
Digital Hierarcly, and a FDDI option by theTM forum.

3.5.2 ATM Layer

The ATM layer prwvides an intedce between the AAL and theysical layer This layer
is responsible for relaying cells from the AAL to theypical layer for transmission, and
from the plysical layer to the AAL for use at the end systems.

The ATM Layer is primarily responsible for the generation of the cell Header and the
functions associated with the Headecluding the switching and routing of cells,wlo
control, congestion control, bit error detection in the Heatet cell delineation.
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The ATM layer tales as input from higher layers streams of 48-octet cell payloads, per-
forms cell header generation, and passes cells to the TC sublayer such that order is pre-
sened within virtual circuits (VCs).

At the recering end, it recefes as input a stream of cells, for which it performs header
extraction and deliers cells, in ordeto the appropriate AAL service access point (SAP)
using the virtual circuit identifier/virtual path identifier (VCI/VPBlues as identifiers.

At switching elements, theTM layer uses the VCI/VPI to route the cells. The VPI and
VCI values may change at each switching element, andTikkldyer does this transla-
tion. Interpretation of thealues in the payload type (PT) and cell-loss priority (CLP) fields
is done at the AM layer in switching elements ([12]).

In other words, the AM layer establishes the connection through thAetwork, and
switches the &AM cells through the nodes based on VPI/V@lues.

The Plysical Layer and the PM Layer, taken togetherprovides the &cilities for the
connection-oriented transport of cells. These protocol layers must be presentvery
ATM device, including end-user hosts and broadband switching systems,vars isho
figure 7 belav. The header of theTM cells defines the functionality of thel®M layer
since it can hae two forms, UNI or NNI (see subsection 3.2.1).

ATM Host ATM Host
Upper layer Upper layer
Protocols Protocols
ATM Ad%tation ) . ATM A%l&)tatim
Layer (AAL) ATM Switch ATM Switch Layer (AAL)

ATM Layer ATM Layer ATM Layer ATM Layer
Physical Layer Physical Layer Physical Layer Physical Layef

| UNI 1 NNI | I UN |

Physical Medium

Figure7: The protocol stack, and relationship between UNI and NNI, based on [5] and [11]).

3.5.3  ATM Adaptation Layer

The main task of the ™M adaptation layer is to enhance the service of thd Rayer to
the requirements of a specific service. This includes mapping of user/control/management
PDUs (Protocol Data Units) intoTM cell payloads and viceevsa.

When adapting the trfa¢ from higher leel protocols to the cell format, th& M adapta-
tion layer sgments the trdit into 48 byte parts. All adaption between thdedént ser-
vices and transmission is done in the adaptation.l@herA'M Adaptation Layer (AAL)
is divided logically in tvo sublayers[{] and [5]):

» Convergence Sublayer (CB)is sublayer contains different functions according to
the AAL type of transmission protocol that is used. It offers functions which is
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needed to support special applications using the AAL. Each user connects to the
AAL layer through a service access point (SAP) - typically the address to the appli-
cation. This makes the layer service dependent.

» Segmentation and Reassembly Sublayer ($ARyublayer is responsible for pack-
ing information received from CS in cells for transmission, and to unpack the infor-
mation at the other end. SAR must pack any SAR headers and trailers, plus CS
information, into 48-octets since the ATM cell payload is of that size.

The use of AM creates a need for an adaptation layer to support information transmission
protocols not based onTAM. Two examples are the PCM (Pulse Code Modulatiange

and LAPF (Link Access Procedure for Frame mode bearer services). BICMiv an
application which produces aWamf bits from a wice signal, and LAPF ia a standard data
link control protocol for frame relay [1].

Services dered by the AAL is typically [1]:

» Handling of transmission errors

* Segmentation and reassembling (to allow bigger data blocks to be contained in the
information field of the ATM cells)

» Handling of lost and misinserted cell conditions.
* Flow control and timing control.

e Correction of single bit errors in payload

» Notification of lost cells or misordered cells

In order to minimize the number of filifent AAL protocols that must be specified to meet
a \ariety of needs, CCITT defined four classes of service thadr @ broad range of
requirements.

3.5.3.1 ATM Adaptation Layer Service Classes

The classification is based on whether a timing relationship must be maintained between
source and destination, whether the application requires a constant bit rate, and whether
the transfer is connection-oriented or connectionless [1]. Originally treeadif types of
traffic and transmission services supported bimAvere dvided into four classes [10]:
* Class Ademands (ex: circuit emulation):
- atiming relationbetween the source and destination node
- aconstantbit rate
- aconnectiorerientedtransmission service
» Class Bdemands (ex: variable-bit-rate video, or video conferencing):
- atiming relationbetween the source and destination node
- avariablebit rate
- a connectiorerientedtransmission service
* Class Cdemands (ex: data-transfer applications):
- no timing relation between the source and destination node
- avariablebit rate
- aconnectiorerientedtransmission service
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» Class Ddemands (ex: data-transfer applications):
- no timing relation between the source and destination node
- avariablebit rate
- aconnectiorlesstransmission service

These service classesveanav been abandonedubfour types of service protocols for

the ATM adaptation layer has been recommended by the CCITT based on these original
service classes.

3.5.3.2 ATM Adaptation Layer Service Protocols

Initially, CCITT (naw ITU-T) defined one protocol type for each class of service, named
Type 1 through Ype 4. Actually each protocol type consists ob fpvotocols, one at the
CS sublayer and one at the SAR sublalyre recentlytypes 3 and 4 were ng&d into

a Type 3/4, and a metype, ype 5, vas defined [1].

« AAL 1 corresponds to the service class A and are designed to transport CBR (con-
stant bit rate) data streams in such a way that clock information can be recovered at
the receiving end [12]. Examples of use are the telephone and uncompressed video.
The payload consists of sampled, synchronous data. SN (sequence number) and SNP
(sequence number protection) confirms that the receiver has received the packages
in the right order. This protocol demands a medium which can transfer clocking.

[ ]

q

ATM cell| Header | CSI| SN | SNP SAR-SDU

- »
53 bytes

Figure8: An ATM cell according to the AAL 1 protocol, based on [5] and [9]. CSI (1 bit): CS indicator,
SN (3 bits): Sequence number, SNP (4 bits): Sequence number protection, SDU: Service data unit.
« AAL 2 corresponds to the service class B and was intended to transport VBR (vari-
able bit rate) data streams in the same way as AAL 1, but is not yet defined!

» AAL 3/4 corresponds to the service classes C and D, respectively, and was designed
to carry VBR streams without explicit timing information. AAL 3 is connection-
oriented, and AAL 4 is connection-less, although it is unclear what meaning this
distinction actually has in ATM, and usually these two are lumped together [12].This
protocol is meant for the transfer of SMDS (switched multimegabit data service)
packages over an ATM network. Each SAR PDU is given a header which will pre-
serve the order of the cells at reassembling, and also will be able to separate different
broadcast sources.
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| Frame |

v Corvergence
CS PDU | # Sublayer
| [SARPDU |
| |SAR qu | SAR Sublaye
| [SARPDU |

ATM cell | Hdr| Payload |
ATM cell| Hdr| Payload |
ATM cell| Hdr| Payload |

Figure9: The ATM cell according to the AAL 3/4 protocol, from [9].

* AAL 5 or SEAL (Simple and Effective Adaptation Layer) corresponds to the
service class C (no timing, VBR, and connection-oriented), and was developed in
response to a perception that AAL 3/4 was ineffective [12]. This protocol is used
for non-SMDS data transfers. The CS layer adds padding bits to make the PDU to
fit into n*48 bytes, and also a trailer with a crc-32 field in addition to the original
frame length. SAR splits the frame into 48 byte blocks, and for all cells except the
last one, one bit in the PT (payload type) field is set to 0. This protocol was intro-
duced to provide a streamlined transport facility for higher-layer protocols that are
connection-oriented, and has become (especially for ATM LAN applications) the
most popular protocol.

Data
frame i | Frame |
Corvergence
CS PDU Sublayer
AAL 5 'SAR PDU
SAR PD SAR Sublayel
SAR PD
Aatm Y
layer A
ATM cell| 0 | Payload
ATM ceII| 0 |Pay|oad
Y ATMcell| 1 | Payload

Figure10: The ATM cell according to the AAL 5 protocol, from [9].
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User
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(data) (data)

X video)

AAL 1 AAL2 |- _ 1 27 __|

Adaptation Layer Corvergence Sublayer (CS
(service dependent)

Seymentation and Reassembling (SAR)

ATM

Standard .
ATM Layer (service independent)

Transmission Caorergence Sublayer (TC

Physical layer

Physical Medium Sublayer (PM

Figure1l: Another version of the ATM reference model, based on [9].

A revised \ersion of the AM reference model with the AAL service classes and service
protocols put into place is sla i figure 11. Service class A represents the constant bit
rate trafic property and classes B, C, and D represerieteht aspects of thexiable bit

rate trafic property

Controlling that the communication channels comply with the service classes is no func-
tion specified within the AM protocol stack. This function is fefed by the switches
under Call Admission Control (G2 and Conformance Monitoring (CM).

3.6 QoS and Traffic Management

ATM technology is intended to support a wigeigty of services and applications, and a
primary role of tradic management is to protect the netlvand the end-system from
congestion. An additional role is to promote aficeit use of netark resources. The
control of A'M network trafic is fundamentally related to the ability of the netkwto
provide appropriately diérentiated Quality of Service (QoS) for netk applications.

In the follonving procedures and parameters relatedadfit Management and Quality of
Service (QoS) will be described according to TAMAForum Technical Committeg’
“Traffic Management Specificationeksion 4.0, April 1996 [16].
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3.6.1  ATM Service Categories

The ATM Layer consists of fie catgories of service which relate tfiaf characteristics
and QoS requirements to nettlk behaior, in a combination suitable for avgn set of
applications [17].

Service catgories are distinguished as being either real-time or non-real-tonee#&l-

time there are tw catgories, CBR (constant bit rate) and rt-VBR (real-tira€able bit

rate), distinguished by whether the ti@idescriptor contains only the Peak Cell Rate
(PCR) or both PCR and Sustainable Cell Rate (SCR) parameters (see subsection 3.6.3 for
a description of the parameters). The three non-real-time servigemeseare nrt-VBR
(non-real-time griable bit rate), UBR (unspecified bit rate), and AB®filable bit rate).

All service catgories apply to both VCCs and VPCs.

Constant Bit Rate (CBR)

The Constant Bit Rate service agiey is used for emulating circuit switching where the

bit rate is constant. This is typically a connection that requests a static amount of band-
width available during the total lifetime of the connection. This amount of bandwidth is
characterized by a Peak Cell Rate (PCat)ie.

Once the connection is established, thgotiated AM layer QoS is assured to all cells
conforming to the relent conformance tests. The CBR service is intended to support real-
time applications requiring tightly constrained delayiation (wice, video, circuit emu-
lation), hut is not restricted to these applications.

Variable Bit Rate (VBR)

The \ariable bit rate service cgery allovs the users to send data witriable bit rate,
and can be dgided into two parts, one for real-time VBR, and one for non-real-time VBR.

The real-time VBR service caery (rt-VBR) is intended for real-time applications that

are time-senske (i.e., those applications that require tightly constrained delay and delay
variation), as is the case fasige and video applications. Real-time VBR connections are
characterized in terms of a Peak Cell Rate (PCR), Sustainable Cell Rate (SCR), and Max-
imum Burst Size (MBS). Real-time VBR service may support statistical muitiglef
real-time sources.

The non-real-time VBR service cgtay (nrt-VBR) is intended for non-real-time appli-
cations which hee kursty trafic characteristics, and which are characterized in terms of
a PCR, SCR, and MBS. Non-real-time VBR service may also support statistical multi-
plexing of connections.

Available Bit Rate (ABR)

ABR is an A'M layer service cagory for which the limiting AM layer transfer charac-
teristics preided by the netark may change after the connection has been established.
The ABR service cagory is intended for sourceswviiag the ability to reduce or increase
their information rate if the netwk requires them to do so. AWacontrol mechanism is
specified which supports\eral types of feedback (in terms of Resource Management
Cells, or RM-cells) to control the source rate in response to changivigayer transfer
characteristics.
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On the establishment of an ABR connection, the end-system specifies to thik foettl
a maximum required bandwidth and a minimum usable bandwidth. These are designated
as peak cell rate (PCR) and minimum cell rate (MCR), resjedcti

Unspecified Bit Rate (UBR)

The Unspecified Bit Rate (UBR) service aaigy is a “best dbrt” service intended for
non-critical applications, i.e., those that do not require tightly constrained delay and delay
variation. Such applications will typically be traditional computer communications appli-
cations lile file transfer and email. The UBR service does not specifictraffated service
guarantees, and the service is indicated by use of the Baxsti&dlicator in the AM User

Cell Rate Information Element.

ATM Layer Service Cagory
Attribute CBR |rt-VBR |nrt-VBR| UBR | ABR

Traffic Parameterg

PCR and CDT specified specified| specified
SCR, MBS, CIWYT| n/a specified n/a

MCRy4 n/a n/a specified
QoS Rrameters:

peak-to-peak CB specified unspecified

maxCTD specified unspecified

CLRy specified unspecifiedSee note|1
Other Attrikutes:

Feedback unspecified specified

Figure12: ATM Service category Parameters and Attributes, based on [10], [11] and [16].
Notes:

1. CLR is low for sources that adjust cell flow in response to control information.
Whether a quantitative value for CLR is specified is network specific.

2. May not be subject to CAC (connection admission control) and UPC (usage param-
eter control) procedures.

3. Represents the maximum rate at which the ABR source may ever send. The actual
rate is subject the control information.

4. These parameters are either explicitly or implicitly specified for PVCs (permanent
VCs) or SVCs (switched VCs).

5. CDVT refers to the Cell Delay Variation Tolerance. CDVT is not signaled. In gen-
eral, CDVT need not have a unique value for a connection. Different values may
apply at each interface along the path of a connection.

The three non-real-time service gaiees nrt-VBR, UBR, and ABR d#r as to the nature
of the service guarantees pided by the netark, and the mechanisms which are imple-
mented in the end-systems and regksg to realize them.
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The nrt-VBR service catry provzides commitments for a cell loss ratio for those con-
nections which remain within the tfiaf contract ngotiated with the netark at the time
the connection is established The UBR servicegoayeofers no trafic related service
commitments, and the ABR service @piey provides a lov cell loss ratio for those con-
nections whose end-station gleespecific reference behar.

3.6.2 QoS Parameters

The ATM Layer Quality of Service (QoS) is measured by a set of parameters characteriz-
ing the performance of anTM layer connection. Six QoS parameters are, according to
[16], identified with correspondence to netw performance objeetes. Three of these

may be ngotiated between the end-systems and thearksg17]:

» Peak-to-peak Cell Delay Variatigjpeak-to-peak CDV): This is a QoS delay pa-
rameter associated with CBR and VBR services.

* Maximum Cell Transfer DelagmaxCTD): This is defined as the max elapsed time
between a cell exit event at the measurement point 1, and the corresponding cell
entry event at the measurement point 2 for a particular connection.

* Cell Loss Ratio (CLR)The ratio of lost cells in relation to the total number of cells
sent during a transmission.

The following parameters are notgwiated:

» Cell Error Ratio(CER): The ratio of errored cells in a transmission, in relation to
the total cells sent in a transmission.

e Cell Misinsertion RatédCMR): The ratio of cells received at an endpoint not origi-
nally transmitted by the source end, in relation to the total number of cells properly
transmitted.

» Severely Errored Cell Block Rat{(S8ECBR)

3.6.3 Traffic Contract

A traffic contract specifies the gatiated characteristics of a VP/VC connection atBM A
UNI. The trafic contract at the Public UNI shall consist of a connectiofidrdéscriptor
and a set of QoS parameters for each direction of the connection.

The connection tr8t descriptor specifies the tfiaf characteristics of theTM connec-
tion. Itincludes the source tfafdescriptorthe CD/T(cell delay \ariation tolerance), and
the conformance definition. The sourceftcaflescriptor is the set of tfaf parameters
which describes an inherent characteristic of th®lAource. The tréit parameter may
be quantitatie or qualitatre, and includes

» PeakCell Rate (PCRYhe maximum instantaneous rate for the transmission of user
data (maximum cell rate).

» Sustainable Cell Rate (SCR)he average cell rate measured over a long time (con-
tinuous average cell rate).

* Maximum Burst Size (MBSJhe burst tolerance (BT) is conveyed through this pa-
rameter, coded as a number of cells.

36 Norsk Regnesentral



¢ Minimum Cell Rate (MCR)I'he minimum cell rate wanted by a user, or the rate at
which the source is always allowed to send.

Traffic contract parameters and related algorithms:

Cell Delay Vriation Tolerance (CD/T) for PCR and SCRTM layer functions may alter
the trafic characteristics of connections by introducing Cell Delagation. When cells
from two or more connections are multipéel, cells of a gen connection may be delayed
whilst cells of another connection are being inserted at the output of the meltiple

Generic Cell Rate Algorithm (GCRA)Jhe GCRA is used to define conformance with
respect to the trA€ contract. Br each cell arval, the GCRA determines whether the cell
conforms to the tréit contract of the connection.

3.6.4 Functions and Procedures for Traffic Management

The trafic of an A'M connection is assumed not to comply with its agreement with the
network, and it therefore has to be chedka process called policing. This is done through
the use of functions described bgl&Ghaping is what is done to adapt thefizab the
agreement that is getiated before it is sent out.

Functions referred to as congestion control functions are intended to react eoknetw
congestion in order to minimize its intensigpread and duration.TM networks can
implement one or a combination of the faliag traffic and congestion functions in order
to meet QoS objeatés of connections.

Connection Admission Control

The Connection Admission Control (CAfunction is defined as the set of actiongtak

by the netwrk at set-up of a connection or by Netlw Management during permanent
virtual connection establishment in order to determine whether a connection can be pro-
gressed or should be rejected. The information in thiectcaintract needs to be accessible

to the CAC function.

Usage Parameter Control (Policing)

Usage Rrameter Control (UPC) is defined as the set of actioes tak the netark to
monitor and control tréit. Its main purpose is to protect netk resources from mali-
cious as well as unintentional misbeiwat which can dect the QoS of other already
established connections. This is done by detecting violationgofiated parameters and
taking the appropriate actions. Actions of the UPC may include: cell passing, cell tagging,
or cell discarding.

Connection monitoring at a UNI (pdte or public) is referred to as UPC. Connection
monitoring at an NNI (pviate or public) is referred to as NPC. UPC is used as a more
generic term unless otherwise specified.
Selective Cell Discarding

A congested netark element may selegtly discard cells which meet either or both of
the following conditions:

1. cells which belong to a non-compliant ATM connection

2. cells which have CLP=1
This is to protect the CLP=0 floas much as possible.
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Traffic Shaping

Traffic shaping is a mechanism that alters thditraharacteristics of a stream of cells on
a connection to achre better netark eficiengy whilst meeting the QoS objeess. It is
required that trdic shaping maintains the cell sequencegritg on a connection. Exam-
ples of trafic shaping are peak cell rate reductiamrsgblength limiting, reduction of O
and cell scheduling polic

Explicit Forward Congestion Indication

A network element in an impending congested state or a congested state may set an Ex-
plicit Forward Congestion Indication (EFCI) in the cell header so that this indication may
be xamined by the destination end-system. An impending congested state is the state
when a netwrk element is operating around its engineered capaecél lEhe mechanism

by which a netwrk element determines whether it is in an impending-congested or a
congested state is implementation specific.

Resource Management using Virtual Paths

Virtual paths are an important component officafontrol and resource management in
ATM networks. With no relation to trdic control, VPCs can be used to:

» simplify CAC

* implement a form of priority control by segregating groups of virtual connections
according to service category

« efficiently distribute messages for the operation of traffic control schemes

* aggregate user-to-user services such that the UPC can be applied to the traffic ag-
gregate.

VPCs also play ady role in resource management. By reserving capacity on VPCs, the
processing required to establish indual VCCs is reduced. Inddual VCCs can be es-
tablished by making simple connection admission decisions at nodes where VPCs are
terminated.

Frame Discard

If a network element needs to discard cells, it is in may cases nfeotief to discard at
the frame leel rather than at the celMel. The term “frame” means the AAL protocol
data unit. The netark detects the frame boundaries kgmining the Service Data Unit
(SDU) type in the payload type field of th&M cell headerFrame discard may be used
wheneer it is possible to delineate frame boundariesXayrening the SDU type in the
payload type field of the ™M cell header

ABR Flow Control

In the ABR service, the source adapts its rate to changingretanditions. Information
about the state of the nedrk like bandwidth @ailability, state of congestion, and impend-
ing congestion, in car@yed to the source through special control cells called Resource
Management Cells (RM-cells).

3.7 Using ATM

The huge lgacy of existing LAN applications needs to be readily migrated to ths1A
environment before &AM fulfills its promise as a costfettive technology for supporting
future broadband multimedia services.
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Various approaches Vv@abeen tried out, one of them is to considéMAas a link layer
and modify the @sting netvork layer protocols to this metechnologylike IP aver ATM,
see subsection 3.7.2. Another approach proposed to supistirtgeLAN applications in
ATM networks is the praision of an AM protocol to emulatexasting LAN services,
allowing network layer protocols to operate as ifyrare still connected to a ceemtional
LAN. This approach is named LAN Emulation.

3.7.1 LAN Emulation

The LAN emulation specification defineswhan ArM network can emulate a didient
set of the medium access control (MAservices of x@sting LAN technology so that
higher layer protocols can be used without modification.

Such a LAN emulation service can pide a huge cost benefit since it does not require
the ATM users to change their nedrk operating softare. The drnaback of the approach
is that it preents higher layer applications from accessifig/l& unique services.

LAN emulation service wuld be implemented as\dee drivers belav the netvork layer

in ATM-to-legacy LAN bridges and AM end systems. In anTM end system adapter
LAN emulation deice drivers would interfice with widely accepted ddr specifications,
such as Netark Driver Interice Specifications (NDIS) and Open Datalink |raeef
(ODI) used by TCP/IP and IPX. The protocol layers for LAN emulation is illustrated in
figure 13.

The LAN emulation service also needs toyide a capability similar to the “bestfeft”
service which ®isting LANs mainly supports. This capability is currently supported by
the “available bit rate” (ABR) service.

ATM Host LAN Host
Existing Existing
Applications Applicationg
P | IPX ATM-LAN Bridge 1P| IPX
NDIS | ODI Bridging NDIS| ODI
LAN LAN
Emulation Emulatio
Medium Medium
AAL 5 ATM Brid ge AAL 5 | Access Access
Control Control
ATM ATM ATM
Physical Physical | Physical Physical| Physical Physical
Laygr Layer quer La){er Lay_er Laygr

Figure13: Protocol layers for LAN emulation, based on [10].
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* NDIS: Network Driver Interface
* ODI: Open Datalink Interface

LAN emulation uses a multicast sento emulate LAN technology (LAN has possibilities
for multi-point to multi-point connections) where the connections to theiserypoint-
to-point and from the seev to all other nodes, the connection is point-to multi-point.

3.7.2 IP over ATM

When running IP wer ATM, ATM is used as a melink layer protocol. Existing netovk
layer protocols hae to be modified to adapt to thisménk layer technologyThe figure
belov (14) shevs a simplified OSI representation of an interregking system. IP will
here correspond to the netxk layer and part of the link layewith the transport layer
containing protocols such as TCP and UDRhis erironment the AM layer is consid-
ered to be a form of piical layer with ATM Adaptation Layers (AALs) prading the
equvalent of Link Layer serviceswio ATM Adaptation Layers - AAL3/4 and AALS -
have been defined for pagkprotocols such as.IPhe dashed awgs shaov the virtual
peerpeer communication, and the solid line the actual communication path [15].

End Node End Node
r - — — "1 r - — — "1
| Higher | | Higher |
| Layers | | Layers |
| | | |
_____________________ .>
Transport Router Transport
Network [« -# Network & - Network
Link AAL‘_> Link AAL Link AAL‘_> Link AAL
Physical Physical Physical Physical
W_ATM h/_ATM y ATM W_ATM

Figure14: Protocol stack for IP over ATM, based on [10], [11] and [15].

3.7.3 Raw ATM

Rawv ATM applications is run directly on top of th@ M protocol stack. This is notevy
compatible with gisting netvorks in that AM differs quite a lot in its basics fromisting
network technologyThe approach is not usedry much, and f& applications xist.
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ATM End System

ATM End System

ATM Ad?&)tation _ ATM Ad?&)tation

Layer (AAL) ATM Switch Layer (AAL)
ATM Layer ATM Layer ATM Layer

Physical Layer Physical Layer Physical Layer

Physical Medium

Figurel15: The ATM protocol Structure, from [10].

3.8 ATM and Mobility

There are seeral problems concerning mobility when it comes T&VA8].

ATM is connection oriented which basically does not comply with mob@ibnnections
are lightweight bt signalling is potentially ery slaw.

ATM also males assumptions about the cell-loss and mis-insertion rate, and it is not easy
to meet these assumptions in a wirelessrenment.

ATM addresses lva a number of hierarchical layers which are used to route a signalling
request to the destination. Mobility implies that the name to address bindingWlanAst
be dynamic enough to support re-assignment of addresses.

The packt transmissionwerhead is alsoery likely to be higher in a wireless netik
than in a wired one.

3.9 ATM and Multimedia

Multimedia system designers should adopt an end-to-end approach to meet applications
level QoS requirements. Mgrcurrent netwrk architectures address quality of service
from a prwiders point of vier and analyze netwk performance,diling to comprehen-

sively address the quality needs of applications. A generalized QoSnxfoaknigased on

five design principles (inggation, separation, asynchronous resource management and
performance) is proposed in [6].

The underlying assumption that the technology capable of carryogeacall is sufcient

to carry multimedia trdit has been pr@d wrong - data tri€ encounters congestion and
video trafic sufers delay jitter andery poor real-time image quality due to the higlels

of compression required. In order to generate marentge from their considerable in-
vestment in infrastructure, telecommunications companigeslajged a cost-&fctive
means for computer data and video streams to bedwixh the gisting wice trafic and
not interfere with each other
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ATM was deeloped as the core technology to\pde this ability and is a result of a
compromise designed to handlgice, video, and data tfaf. The capability of AM to
deliver guaranteed high-bandwidth witMtateng and jitter maks it ideal for combining
voice, video and data tfaf in a single, scalable infrastructure for multimedia applications
[13].
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4 ISPN and RSVP

Traditionally trafic on the Internet can be characterized asvialoA single best-&brt
service class, with transfer of pure datéficah applications such as email, ftp, telnet and
weh Such applications are often calleldstic

Tomorrav, and to somextent ezen today this will no longer be true. Multicasting and
real-time continuous multimedia tf@af consisting of tet, graphics, images, video, audio
will be the norm. Ne applications will then be eitheigid or adaptive

This is the main reason whhere is a need for awdnternet model with ne service
classes such as guaranteed and predisgrvice, in addition to architecture and protocols
to support this. The Inggated Serviced&lket Network (ISPN) is the IETF proposeday

of realising this in a paéit based neterk architecture lik the Internet. Hoever, it should

be stated that noverybody is of the opinion that this is thayto go forvard

In this chapter ISPN is first described in section 4.1, and in particular the service classes,
reference model and tfaf control are presented. Then, in section 4.2, the chapter focuses
on another important aspect of thexngeneration Internet, resation protocols. In par-
ticular Resource Resetion Protocol (RSVP), which haaiged considerable interest, is
presented.

4.1 Integrated Service Packet Network (ISPN)

Growing demands for multimedia real-time frafon the Internet hee led to the need for
an etension of toda Internet model. The IntSenovking group of the IETF has del-
oped ISPN [1], which defines:

« An extended service model, including two new service classes, guaranteed and con-
trolled load, in addition to best-effort

* A reference implementation model for network, router and host, to realize the ex-
tended service model

These models and corresponding concepts wilkp&ed in this section.
However, there are critics, which belie that this is not the right direction, and that re-
source guarantees are unnecessary in the first place. The guaireats raised agnst
are:

« Bandwidth will be infinite, with future fiber optics

» Simple priority is sufficient for real-time traffic preferences

» Applications can adapt to changing network conditions

Also, an alternatie approach suggested is to establish a separaterketw real-time
traffic.

Still, there is a lot of aaticy and interest in research communities, and among computer
vendors for the ISPN approach.
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41.1 Service classes in ISPN

The following service classes are defined:

Guaranteed servida0]

This service praides a deterministic upper bound for maximum gaclelay based on
worst case asssumptions oféolucket trafic filter and weighteddir queuing (WFQ) in

the router The reseration parameters are delay and bandwidth. Guaranteed service is
suitable forrigid applications, which can not tolerateygraclet loss at all.

Controlled load servicf 3]

This service praides a better utilization of the nedvk than guaranteed service, asvgho

in figure 1 beler. However, it is more adanced, as the bound for patklelay should be
as lav as possible, i simultaneously with a betiaur as stable as possible. The heha
iour of this service approximates that of a lightly loaded astyweven as congestion
occurs. Controlled load service is suitableddaptiveapplications.

A ______ _ _Guaranteed
Dels;t{y/

band-
width

____________ _ [ _\ Controlled load

|
t
Figurel: Difference between guaranteed and controlled load service

Predictve servicq6]

This service praides a statistical bound for patkdelay However, it has not been stan-
dardized by the IETF

Best-efort service

This is the traditional Internet service, where all paslkare treated equal. Bestoef
service is suitable faglasticapplications.

4.1.2 Service and reference model in ISPN

The tended service model for natvk architecture in ISPN is based on tkes&ence of
the following necessary components [15]:

* Flow specification

* Routing (also of multicast packets)

« Resource reservation

e Admission control

» Packet scheduling
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A corresponding ISPN reference implementation model for a router is illustrated in figure
2. The model for a host is quite simjlarnth the addition of applications, angckusion
of a routing process [2].

eservation Policy
rocess e.g.
VP dae%noﬂ »| control
Routing Admission
process

Y

Packet Packet
—p-| Classifier g scheduler gy

Figure2: Elements of ISPN reference implementation model

Notice that the Resource Resaren Protocol (RSVP), which is presented in section 4.2,
only deals with resource resation, and is independent of, and does not specifyoéin
the other ISPN compenents. Also, none of the components agesiBrvdependent oF

the use of RSVP with ISPN, see [12].

41.3 Traffic control in ISPN

Traffic control consists of paek schedulerclassifier and admission control [1]. Pglic
control is here defined to be part of patckcheduler (slightly confusing).

Figure 3 belw illustrates one ay of implementing hierarchical tfef control in ISPN.

Guaranteed 2
4: T ]

Confrolled load \Q
s 1

Best-effort
[ | —" Packet scheduler

Packet
classifier

Figure3: Hierarchical traffic control in ISPN

Paclet classification is based on thefeliént service classes implemented by the router
(host). WFQ is applied as a patlscheduling algorithm. Each guaranteed servigeifio
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given an wvn queue, whereas the othemffbare separated by priotitkmong those,
controlled load trdic is limited to ensure that also besteef will slip through [8].

Admission control determines whether avnigow can be gien the desired quality of
service, or not. Oneay of implementing this is by applying the CSZ scheduler algorithm

[4]

4.2  Reservation protocols

The task of apresource reseation protocol is t@stablishandmaintainresource reser-
vation os/er a path or a distriltion tree in a netark. As such, resource resatwon proto-

cols are signalling protocols, rather than routing protocols. Furthermore, another common
misunderstanding is that resation protocols in themsedg improe quality of service.

The accurate description is that ythenly provide one of the necessary mechanisms
present.

Earlier reseration protocols include:

» ST (Stream Protocol - also named IPv5), which provides 1:1 duplex reservations [5]

» ST-II, which provides 1:n simplex reservations, is sender-oriented, and uses hard-
states [11]

Currently the Resource Resation Protocol (RSVP) [15] is attracting the most interest.
RSVP was and is being gteloped by the rsvp evrking group of the IETFand is nw an
IETF proposed standard [2]. What most distinguishes this protocol from others are:

* receiver-orientation actual reservations are initiated by receivers using Reverse
Path Forwarding, and not senders, which allows heterogenous receivers

e reservation typesmerging of reservation requests through filters, which makes
routing more efficient

» soft-state periodically refreshed “connection-less” conditions, which allows rout-
ing flexibility and adaptation, but with the danger of implosion

Furthermore, RSVP pvides m:n simpbe connections, and thus supports both multicast
and unicast reseations. The protocol messages are either transported dirgetly{R

using protocol number 46, or encapsulated in UDP (user datagram protocol), as illustrated
in figure 4 belov.

RSVP

UDP

IP

Figure4: RSVP in the protocol stack
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4.2.1 RSVP states and messages

Figure 5 shws the diferent messagesailable in RSVP and the corrersponding message
flow, both upstream (<-) and @astream (->). ¥pically, senders will announce their traf-
fic using thePat h message, to whom interested reees will respond with th&®esv
message, which contains the actual rex@m request.

ng\\;Tear
-—
Pat hErr —o RCVI
- - P ‘;
S1_. . ged >
> > \\ RCV2
Pat |
Pat hTear _» RCV3
ResVvErr
Resv Conf

Figure5: RSVP message flow, from [14]

In each node along theaw between sender and reei two types of soft states areit,
with following state attribtes:

» Path(from sender), containing incoming link and outgoing links

* Reservatiorffrom receiver), containing, for each outgoing link, sender information,
resource description, and reservation type

The states must periodically (typicallyezy 30 seconds) be refreshed bwriat h and
Resv messages, otherwise yhaill be deleted on timeout.

The message content for these twost important RSVP messages [14]:

« Pat h, including sender informatiorsénder Tenpl at e), and traffic character-
istics Sender Tspec and optionallyAdspec)

* Resv, including reservation specification, see next section for details
Additionally, the functionality of the other RSVP messages:

* ResvTear, Pat hTear : explicit deletion of soft states
* ResvErr, Pat hErr: error when establishing soft states
* ResvConf : confirmation of successful reservation

4.2.2 RSVP reservation

Reserations alvays tale place on a pdtow basis, with each fle identified by e.g. the
IPVv6 flow label.

A detailed @ample of a reseation specificationResv message) is gén in figure 6.
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Controlled100 Kb/s 300 Kb/s

load avg. burst * *

Rspec ¢ Tspec 5 sdr.adr. sdr. port

. fl owspec >« lilterspeg

Figure6: Example oResv message, from [9]

As can be seen, a resation specification consists of imparts, & | owspec and a
filterspec. The former specifies desired Qo%$i the &act form and content of
Rspec andTspec are both opaque, and not defined in RIW§tead, thgare specified
by the IETF IntServ wrking group. Thé i | t er spec describes theeservation style

» which senders the reservation should apply to

* how reservations from different senders should merge in state updating

If a Pat h message consists of Adspec, which containsxpanded trdic characteris-
tics, such as service class, and which are updated in the intermediate routers, a correct
resenation specification is more easily determined.

Such a reseantion model is called OPR+ One Rass Wwh Advertisement, and is the most
common vay of making reseations in RSVP today

4.2.3 RSVP state updating

Three possible resaation styles are defined for ngang reserations when updatinges-
ervationsoft states in nodes.

» Fixed filter (FF), where sender(s) is explicitely identified, and there is a separate
reservation for each sender

» Shared Explici{SE), where sender(s) is explicitely identified, but the reservation is
shared

* Wildcard filter (WF), where senders are not identified, and the reservation is shared
(see the reservation specification example in section 4.2.2)

Shared Explicit and Wicard filter are suited for situations with multiple senders and
recevers, lut with only one actie sender at a time, e.g. an audio conferencedHFiker

are more suited for the one sendeary recevers situations, e.g. a video-on-demand
service.

An example of eReservatiorstate updating, using Fad filer reseration style is gien in
figure 7
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FF(S1{2B}, S2{3B})

Towards S1 FF(S1{6B} FF(S1{4B}, S3{5B})

-
FF(S2{3B}, S3{5B})

R |
Towards S2, S3
Outgoing

FF(S1{6B}, S3{4B})

Incoming

Reservation state

Figure7: Reservation state updating

In the xkample, incoming reseation requests are ng&d by taking the maximum of the
requests receed on that intetfce for that particular sendemd outgoing requests are
given by the maximum of all resetons installed in that router for that particular sender

4.2.4 RSVP problem areas

The use of RSVP is stillery much in anxperimental phase. One of the greatest concerns
today is that RSVP is simply applied in more situations than it is meant for

Originally, RSVP vas de&eloped for multimedia realtime applications of a certain dura-
tion, and with not mansessions, such as videoconferencing (1 Mbits/s per session). No
adays, the protocol is also used to prioritizditaharacterized by numerous shovell
sessions, such as IP telephand web brarsing (http sessions). The result is ayéar
number of reseations, big RSVP state tables, and ultimately reduced performance in the
routers.

To rectify this, some guidelines on degioent hae been published by the IETF [7]. This
document also points out a number of unresligsues &icting RSVP:

« scalability;, involving router state processing and storage resource requirements for
a large number of sessions

» security dealing with spoofed reservation requests

* policing; addressing mechanisms for who can, or cannot, make reservations

Another fundamental problem is, for which kind of applications should it be possible to
make reserations? All issues ale are currently being subject to intense research.

4.2.5 Testing and experiments

Due to the unresobd issues abe, it is recommended that RSVP is only dgpbbin local
area netwrks, e.g. intranets, at the moment. Motpezience is needed before wide scale
delpgyment is advisable. Norngean Computing Center (NR) wilkperiment with RSVP
over an IPv6 netark as part of the IMiS &rnel project.
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As for vendors supporting RSVP implementations in their products, the Visinotudes
companies and institutions such as Cisco,Sun, IBM and ISI, and morepactes to
follow. An RSVP application programming intacke for hosts (RAPI) has also been de-
veloped [3].
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S5  Summary

In this note, a couple of enggéng netvork protocols and architecture modelséddeen
presented: IPv6, PM, ISPN and RSVPThe relationship between them is that\his
mostly use as carrier in the core wide area awWPV6 is run on top of link-layer pro-
tocols, such as’®M, and will eventually be deplged in eery single computer connected
to an Internet-based netvk. ISPN is a proposed architectural model of dereded In-
ternet, which include RSVP as one possible protocol for the resourceat&seoompo-
nent.

IPv6 is more diciently designed and has better header composition than IPv4. And al-
though the mechanisms for e.g. security and mobility are possible tvacsdPv4
extensions, IPv6 prodes a better solution and support of these features.

The relation betweenTM and the tw IP \ersions desees some special attention. IPv4
over ATM is knawn as classical IPver ATM [3]. IPv6 is not deeloped to tak adwantage

of the QoS and tr&€ management features i W particularly better than IPv4, and both
protocols use AM merely as a link-layer technolog®ne ley difference, though, is the
introduction of the generic IPv6 Neighbour Digeoy protocol which assumes natimul-
ticasting on the link-layer V@l [1],[2]. The adantage is that no auxiliary address resolu-
tion protocol is needed at the link laylbut the dravback is that the multicast assumption
requires a complicated cagrgence protocol.

The ISPN architecture model and RSVP are independent of thétversions, because
neither impose demands on IP netklayer mechanisms.

51 Future work

The knavledge from this study will be used in IMiS=khel in the follaving ways:

» Establishment of national, experimental (IPv6) network infrastructure.

* Investigation of possible advantages in this new network infrastructure with regard
to Quality of Service and mobility.

» Exploration of how (and if) new mechanisms provided by the network infrastructure
can meet demands imposed on the network from multimedia applications.

* Investigation of how ATM, IPv6 and ISPN/RSVP can work together, and take ad-
vantage of the characteristic features of the respective protocols.

5.2 Web references

The most important web references on these subjects are:
IPv6:

* IETF IPNg:
http://ww. ietf.cnri.reston.va.us/htm .charters/ipngwg-
charter. htm

e |psilon:
http://pl ayground. sun. conf pub/i png/ htm /i png-mai n. ht m
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ATM:
* ATM Forum:ht t p: // www. at nf or um cont
ISPN:

* |ETF IntServ:

http://ww.ietf.cnri.reston.va.us/htm.charters/int-
serv-charter. htm

RSVP:

* |IETF RSVP:

http://ww. ietf.cnri.reston.va.us/htm .charters/rsvp-
charter. htm

e ISEhttp://ww.isi.edu/div7/rsvp/rsvp. htni
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