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Chapter 1

Intr oduction

1.1 Background

The acronym IMiS stands forInfrastructure for Multimedia in Seamless Networks. IMiS
Kernel is a long-term research project where the goal is to understand what demands next
generation multimedia applications pose upon the underlying infrastructure and how that
infrastructure should meet these requirements. On a national basis, work within the project
will help develop high-level competence within strategic areas of information technology,
as well as enrich cooperative efforts between research organizations and industry.The
current actors within IMiS Kernel are Ericsson, NR, UNINETT and IFI UiO. Further
details about the project can be found on its WWW pages [1].

The IMiS-Kernel project is defined as a three-year project. It is comprised of six Work
Packages (WP1-6). This purpose of this report is to describe the first-year work which has
been carried out within IMiS-Kernel’s Work Package 1 (WP1).

1.2 WP1 Goals and Activities

The overall goal within WP1 is to understand and exploit the demands that next generation
multimedia applications pose upon the underlying infrastructure and how these demands
influence on the design of the applications. Within the project’s three year span, the broad
activity plan defined for WP1 includes activities aimed to:

1. analyze aspects of seamlessness in communication services and applications;

2. investigate application-level requirements for achieving seamlessness within a se-
lect (set of) communication-based work-context(s);

3. determine the characteristics of a service/application which satisfies these require-
ments;

4. design, develop and prototype the technical foundation of this service/application;

5. create and, when possible, evaluate prototype applications built upon this founda-
tion, within well-defined pilot environment(s); and,

6. create both conceptual and technical results (i.e.,architectures, component designs,
etc.) which can be published within the academic literature, as well as promoted for
further development, productification and spin-offs within the industry.

As its primary goal in thefirst year, WP1 was to focus its work upon the first three activity
areas described above; that is, toselect andcharacterize a communication service/appli-
cation suited to work context demands from IMiS Veritas.The purpose in choosing Det
Norske Veritas (DnV) as a case organization was grounded in the fact that the ongoing
IMiS Veritas project [2] had already established concrete results concerning functional
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requirements for various mobile work contexts — contexts in which the need for seamless
applications and network services is very great.

In addition, the service/application to be selected and characterized was required to have
the capacity of (ultimately) beingrun in the IMiS Kernel experimental network, in order
to demonstrate the advantages gained through use of the advanced, infrastructural features
being developed and implemented withinWP21.

Given these criteria, WP1’s application selection and characterization work can be per-
ceived as having been carried out within the context illustrated in figure 1.

1.3 Seamlessness

Possibilities and requirements within the area of personal and business communication
are evolving at an unprecedented pace.Mobile workers and mobile devices are central
forces which currently propel the industry. Some trends which characterize this rapid evo-
lution are:

• an increase in the volume of mobile workers;

• an increase in both the volume and diversity of mobile devices; and,

• a “breakdown” in the traditional association of a person with a specific number,
device and/or network.

Some may be contend that the need for seamlessness arises from the requirements inherent
to supporting these trends. That is, there is a clear need to empower mobile workers with
applications which provide “seamless” access to the data they require, regardless of the

1) Most of the work aimed to develop the experimental network is being carried out in IMiS-Kernel’s Work
Package 2

Figure 1 : Context for application selection and characterization

Communication situation

Application

Experimental
Computer Network

Work Package 1
(WP1)

Work Package 2
(WP2)

requirements
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kind of device they happen to have available. This new generation of applications must be
explicitly designed for and/or adaptively tuned to the capabilities of the device and avail-
able infrastructure, in order that work can be performed effectively.

Within the context of computer networking, there is still no international agreement upon
the exact meaning of the term ‘seamless’. The usage of the term is therefore often very
loose, and highly subject to the context in which it is applied; it has several definitions,
depending upon which perspective that is used. In this report, we will emphasize the con-
cept of seamlessness as defined from the user’s point of view. Thus, we will employ the
definition put forward within the IMiS pre-project [3]:

������ "!$#&%$')(*#+�-,/.�(*!10*.*2�#&���� 435�62�%$3�#&��(*#7#&���98:36;�36#&�6'=<?>@%A!$!B2C�6D1.E,/F4%$G*��#&���� 436�52�>H���625�5I��62�36���!A.C,/3J.*F4K�.*F�(�F";LF4�6#&>H.�26M*K�>H%$#&�L(�F";L�6NO 4%$P�'Q�6F4#&K�(�#�(*F4;L#&%$')�5K�>@%A#+�L#&���J(*P�P�!$%$DR(�#&%$.*F43J%AFS(,/%AI��6FT36#&(�#&�U(*F4VW��(*I��U#&���6'X(*V�(�P�#/%$FT#&���UYO�636#/P�.�3536%$YO!$�U>H(�;Z,/%$I��5FT#&���636�U36 42525.� "F4V�%$F[,\D1.*F4V�%$]#&%$.*F436^

1.4 Focus and Outline of the Report

This report describes the first-year work carried out within WP1. The focus of the report
deals with the results of an analysis conducted in order to help ground the term ‘seamless-
ness’ — to attain a more concrete understanding of the nature of seamlessness in a variety
of contexts.

In Chapter 2, WP1’s initial work process is described. Thereafter, certain contextual di-
mensions of seamlessness are identified and described. Chapter 4 continues with an ex-
amination of a range of services and applications, and analyzes them with respect to the
contextual dimensions which have been described. Based upon the analyses performed,
the report concludes with the motivation for DP1’s recommendation of a specific applica-
tion framework — a framework to be used as the foundation for application development
and experimentation for continued work within the IMiS-Kernel project.
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Chapter 2

Initial Work Process

The purpose of this chapter is to briefly describe the initial, exploratory work carried out
by the DP1.0 project team. It intends to help clarify the process which has led to the results
described in this report.

From the project’s outset, the DP1.0 activity within the IMiS-Kernel project was subject
to initial project specifications and goals. As its primary goal in the first year, DP1.0 was
to identify the characteristics of an application for investigation, (possible) development
and further use within the IMiS-Kernel project’s second year work. If possible within the
first project year, DP1.0 was to even go so far as to specify the application.

2.1 Characteristics Required of the Application

As part of the initial project specifications for DP1.0, certain characteristics were required
of the application. These included that the application should:

a) focus upon establishing a communication service which meets demands within the
IMiS-Veritas project [2];

b) support cooperative work for some given work situation; and,

c) enable testing of mechanisms for achieving seamlessness, as provided by DP2.0.

From DP2.0, some of the characteristics required of the application were that it should:

d) enable experimentation with QoS; in particular, experimentation with bandwidth
reservation and bandwidth management (e.g., IPv6, RSVP, etc.);

e) enable experimentation with technology for achieving mobility (e.g., MobileIP);

f) allow for experimentation with heterogeneous networks, systems and terminals;

g) handle and operate with multiple media types; and,

h) transmit audio and/or video streams, in order to generate a high volume of network
traffic.

In characterizing the application, it was judged advantageous to consider the features of
existing, in-house prototypes on equal footing with those of applications emerging on the
market. When selection of the application was ultimately to be made, one of the primary
considerations was a need to have access to the application’s source code. Without the
source code, it would be difficult to meet some of the requirements from DP2.0.

It was also recognized that both access to andknowledge of the source code could provide
an even better early position for the project. For this reason, in-house prototypes in which
there existed ongoing or planned activity were to enjoy special favor during the consider-
ation process.
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Given these initial conditions, DP1.0 started out its work with efforts to further articulate
the criteria, and to seek priorities amongst the requirements listed above. This led to an
initial focus upon points (a) and (b) above; that is, to begin consideringwhat kind of system
could support cooperative work within one of the mobile work settings identified during
the IMiS-Veritas effort.

2.2 Assistance-on-Demand Study

TheIMiS-Veritas project had spent time studying and describing a set ofwork situations
and contexts encountered by certain members of DnV’s mobile workforce. Some of the
problems and requirements of the mobile workers include:

• the need to contact co-workers “there-and-then”, for information exchange or prob-
lem solving;

• the need to schedule meetings with co-workers and customers from the field;

• the need to produce and transmit documents;

• the need to retrieve information from DnV’s shared files and intranet (perhaps also
from personal/private files), and

- collate it with data from the field, then

- re-distribute the coordinated information to geographically-distributed co-
workers and/or synchronize it with DnV’s central resources.

Within DP1.0, discussion of these studies led to the suggestion of pursuing an examination
into the characteristics of a possible Assistance-on-Demand (AoD) system for DnV. The
idea was to consider the characteristics of a system which could provide a single applica-
tion interface to the fundamental set of applications and services used by a large part of
DnV’s Inspection and Consulting personnel. The fundamental set of applications and ser-
vices used by the mobile workforce studied within IMiS-Veritas include:

• Companion: a shared electronic database / archiving system, including:

- information about customers

- incoming / outgoing correspondence with customers (including copies of email)

- courses and course information (e.g., course participants and their status);

• Microsoft Outlook : a system for coordinating email, contact information, (shared)
agendas, etc.;

• Nauticus: DnV’s system for storage and access to all documentation concerning a
ship’s life-cycle, including text files, Microsoft Word documents, images, photos,
CAD drawings, digitalized video, references to analog video, etc.

• (remote) access topersonal / private files
• (remote) access toDnV’s intranet and shared files.

Some time was spent by the DP1.0 group looking into the different kinds of architectural
features which would be required by this AoD system, and considering how these features
addressed some of the characteristics required of the IMiS-Kernel application. Soon, the
focus was narrowed down to examining whether and how NR’s LAVA technology [15] for
video streaming could be used within an AoD architecture.
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After some discussions and deliberations along these lines, efforts in this direction were
terminated. The decision to terminate this angle of approach was based upon the following
reasons:

• it was judged that video streaming for mobile workers at DnV was not a primary
concern for DnV;

• the AoD architecture was still extremely young in its conception and formation, with
most parts only vaguely defined;

• at that time, the future level-of-activity for the LAVA technology was uncertain;
and,

• it was judged that insufficient progress was being made toward the goal of applica-
tion characterization.

2.3 Examining Seamlessness

Having terminated one line of pursuit, it was decided to direct efforts toward one of the
other requirements for application characterization. The requirement selected for focus
was point (c), from section 2.1; that is: “the application should enable testing of mecha-
nisms for achieving seamlessness”. The decision was therefore to conduct a study which
would help ground the term ‘seamlessness’ — to attain a more concrete understanding of
the nature of seamlessness in a variety of contexts.

The approach devised was to examine one region within the “space” of seamlessness. The
region was divided into a set ofcontextual dimensions:

• bandwidth

• connectivity

• centralized vs. de-centralized (architecture / data)

• terminal type

• homogeneous vs. heterogeneous environment, and

• real-time demands.

These contextual dimensions were adopted from work carried out in the IMiS-Veritas
project1. There, observations and studies were made of the different kinds of situated work
carried out by certain members of DnV’s mobile workforce. It was determined that the
contextual dimensions listed above reflect some of the fundamental, yetvariable aspects
of the mobile workers’ electronic environments.

With these contextual dimensions in hand, the examination of seamlessness proceeded
using a selected, yet basic set of applications and services. Each application / service was
independently examined with respect to each of the dimensions. The results of this study
are presented and discussed in chapter 4.

1) Further clarifications of each of these dimensions are found in chapter 3.
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Chapter 3

Contextual Dimensions of Seamlessness

In the previous chapter, certain dimensions of seamlessness were mentioned. These were:

• bandwidth

• connectivity

• centralized vs. de-centralized (data)

• terminal type

• homogeneous vs. heterogeneous environment, and

• real-time demands.

Here, these different dimensions are calledcontextual dimensions, since they reflect
some of the fundamental, yet variable contextual aspects of mobile workers’ electronic
environments.

The purpose of this chapter is to provide further clarifications for each of these contextual
dimensions, prior to the presentation of the studies of seamlessness found in chapter 4.

3.1 Bandwidth

This dimension of seamlessness refers quite simply to the amount of bandwidth available
during use of the service/application. In the study, variation along this dimension has been
loosely characterized as being either “low bandwidth”, “medium bandwidth” or “high
bandwidth”. The interpretations of these difference classes can be(very) roughly con-
ceived of as:

• “low bandwidth”: bandwidth commonly available over a GSM or modem-type con-
nection (ca. 9600 - 56000 bits/sec)

• “medium bandwidth”: the range of bandwidth available over a 2x64 kbps (kilobits
per second) ISDN connection, up to that commonly available on a moderately load-
ed 10BaseT Ethernet connection (ca. 128 kbps - 1++ megabits per second)

• “high bandwidth”: the range of bandwidth available over a moderately loaded
100BaseT Ethernet connection, up to that commonly available on a moderately
loaded 622 Mbit/s ATM connection (ca. 10 - 200++ Mbit/s).

3.2 Connectivity

This dimension of seamlessness ranges from “No connection / (connected now and then)”
to “Constantly connected”. The former of these conditions represents situations in which
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the user may be employing portable equipment which, for example, he occasionally con-
nects to the internet. The use of the connection at that time may be to retrieve, transmit
and/or synchronize information. The latter condition, “constantly connected”, refers to a
situation in which the user’s equipment is connected such that no hard application failures
occur (i.e., crashes) due to loss of connection1.

Between these extremes are conditions in which the user experiences “poor or partial
connection” with the systems supporting the service/application. For example, poor or
partial connections can sometimes be experienced when connections are established
through GSM, infrared and other kinds of wireless links2.

3.3 Centralized vs. Decentralized
(Architecture / Data)

For each service/application examined in chapter 4, this dimension of seamlessness in-
tends to focus upon either the centralized vs. decentralized nature of that service/applica-
tion’s architecture, the nature of its data storage model, or both. Exactly which of these is
addressed per service/application is made clear in the respective discussions.

The categories established for this dimension are:

• centralized

• partial / proxy / hybrid, and

• de-centralized.

In some cases, these headings may be modified to more closely fit the nature of the service/
application.

3.4 Terminal Type

Here, we have chosen to focus this dimension of seamlessness uponstandard typesof
terminals, rather than specificterminal profiles. To look into and examine seamlessness
with respect to specific terminal profiles would result in a degree of combinatorics and
complexity that is probably unmanageable, and certainly far from serving the principal
aim of this study. Still, we must be explicit about some of the characteristics of what we
call “standard terminal types”.

By “standard types of terminals”, we mean the basic kinds of computing terminals upon
which today’s services and applications can be employed. The terminal types considered
in this study are:

1) Note: equipment may be considered “constantly connected” in cases where a wireless link is providing
an extremely stable connection.

2) For example, very-high frequency radio (ca. 2.4 GHz) as employed by products such as BreezeNET,
WaveLAN, etc.
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• Palmtops / PDAs

• Laptops

• Desktops (e.g., PC, UNIX workstations), and

• Borrowed desktops.

When acquired, these terminals are usually configured with some “standard” equipment
and devices. Nowadays, the laptops and desktops are often configured with CD drives,
microphones, speakers and soundcards. Some of the desktops are even configured with
video cameras and video processors, as well.

These terminals can also be configured with other, more specialized equipment and devic-
es (e.g., scanners). Here, we assume that such specialized devices are not part of a standard
configuration.

When it comes to communication links, what we mean by “standard terminal types” must
also be clarified. It must be made explicit that although palmtops and laptops are portable
terminals, it is here assumed that these terminal types have available — either as internal
or external devices — the necessary equipment to become “connected now and then”.

For the palmtops, it is assumed that a standard connection is made using a modem
and a telephone, thereby achieving a “low bandwidth” connection. It is of course
technically possible for palmtops to achieve medium- and high-bandwidth connectivity;
alternatives include use of an Ethernet card and a (high-speed) Ethernet connection, as
well as through a very-high frequency radio link (e.g., BreezeNET, WaveLAN). In the
context of this study, however, these latter kinds of connections arenot assumed to be the
standard kind of way in which palmtops achieve connectivity — it is simply not the way
most users will be connecting their equipment today.

Like the palmtops, it is assumed that the laptops can be connected via modem and phone.
In addition, it is also assumed that the laptops can also be connected via Ethernet or a very-
high frequency radio link. Thus, for the laptops the bandwidth available to the machine
can range anywhere from low to high.

For the desktops, it is assumed that a standard connection is made using an Ethernet, ISDN
and/or ATM link, thereby constituting a “constantly connected” computing terminal of-
fering relatively steady medium- to high-bandwidth connectivity.

In this study, we also include a terminal type called “borrowed desktop”. This type is
included since it factually represents a computing and communication environment often
faced by members of DnV’s mobile workforce. When it comes to addressing seamless-
ness, the interesting situation about using another person’s machine is that one’s rights as
a guest user — rights which are specified and controlled in a variety of different parts of
the total computing environment — can have an overwhelming impact upon whether or
not one is able to usefully employ a specific service or application.
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3.5 Homogeneous vs. Heterogeneous Platform /
Environment

In general, this dimension of seamlessness ultimately intends to focus upon the degree to
which the different parts of a given service/application — as well as the underlying sys-
tems and infrastructure which support it — arecompatible with one another. Here, the
combined term ‘platforms/environments’ refers to the entire set of systems, subsystems,
protocols, transmission media, etc. whichsupport the application layer — essentially, the
platform/environment is everythingbut the application layer.

As an aspect of seamlessness, compatibility must be considered both in terms of perfor-
mance and functionality3. Here, a “perfectlycompatible” set of (interoperating) systems
and subsystems is meant to denote a set of systems and subsystems in which:

• the set of functions provided by the various (sub)systems provides complete cover-
age of the functional requirements across all elements of all (sub)systems, and

• the performance of the various (sub)systems is within the lower bounds required
across all elements of all (sub)systems.

A set of perfectly compatible systems and subsystems should be observed as interoperat-
ing flawlessly, with respect to specifications and expectations.

At this point, it is important to remember that compatibility and compliance are two dif-
ferent conditions. A (sub)system cancomply to a given set of standards by ensuring that:

• the mandatory aspects of the standards are implemented and satisfied, and that

• the implementation does not violate any mandatory aspect of any of the standards.

As long as it satisfies these two conditions, an implementation is free to include whatever
other functionality it wishes, while still being classified as being compliant to the given
set of standards. For many aspects of (sub)systems, this freedom includes the performance
of its implementation. In other words,the overall performance of a standards-compli-
ant implementation can be very good or extremely poor, as long as any performance
characteristics which are explicitly mandatory in the standards4 are satisfied.

Theoretically, perfect compatibility can be achieved within electronic contexts in which
the interoperating platforms/environments have either homogeneous or heterogeneous im-
plementations. Realistically, the platforms/environments we employ often consist of:

• heterogeneous components, which are

• more-or-less compliant to someevolving set of standards, and thereby

• compatible to varying degrees.

Returning to the dimension of seamlessness concerning homogeneous vs. heterogeneous
platforms/environments: we find that though different (sub)system implementations may
comply to some given set of standards, many — if not most — such (sub)systems are not
perfectly compatible. One (sub)system implementation offers a certain range of function-
ality, while another offers a similar — though not wholly overlapping — range of func-
tionality. In addition, significant differences in (sub)system performance can also exist.

3) In some cases, performance can be viewed as a functional parameter.
4) Timeout values are one kind of performance characteristic which may be subject to standardization.
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Consequently, is it precisely these conditions which lead to differences in service/appli-
cation behavior when employed across heterogeneous platforms/environments. This is the
area of focus addressed by this dimension of seamlessness.

3.6 Real-time Demands

Most everyone would prefer to have a service or application perform and operate as fast
as possible, all of the time. This is not the intended point of “real-time demands” in this
study.

This dimension of seamlessness concerns the degree to which a specific service/applica-
tion has an implicit requirement that it operate and perform in real-time. Person-to-person
conferencing and video-streaming are examples of applications which share this nature.

Both of these applications are similar in that once a stream begins to be played/displayed
for a recipient, that the recipient most likely prefers that the stream continue to be played/
displayed without disturbing gaps and pauses. The two applications are different, however,
in that for video-streaming, the user may be willing — perhaps even required — to tolerate
the fact that the stream cannot be played/displayed as soon as desired. Such a situation is
not tolerable in a person-to-person conference: it would simply break down the attempt to
carry out natural dialogue.

Other services/applications, such as email and news, are clearly different when it comes
to real-time demands. For these applications, there is less of a demand for quick, smooth
delivery of the data — gaps and pauses during data delivery does not radically degrade the
quality of the user’s experience.

Other issues related to real-time can be directly or indirectly relevant to the user as well.
For instance, in services/applications such as video-streaming, WWW, email and news,
there is always a greater or lesser temporal distinction between the time at which the
content is created and the time at which the content is absorbed by a receiver.

For each service/application examined in chapter 4, the discussion under “real-time de-
mands” will emphasize and elaborate more uponreal-time related, end-user needs and
expectations for that service/application.
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Chapter 4

Services, Applications and Seamlessness

In this chapter, a range of services and applications are examined with respect to some
different contextual dimensions of seamlessness, as described in section 2.3 and chapter
3. The services and applications examined here are:

• email

• news

• World Wide Web

• conferencing

• video-streaming, and

• database management systems.

For each service/application, a reference model for the underlying, supporting architecture
is provided. Following each reference model, the results of each study and a short discus-
sion are provided.

Within each aspect of this study, the emphasis is upon the end-user effects experienced
when trying to use the service, or to employ the application. Where relevant, some mention
is also given to how different architectural configurations may limit or enable the capacity
to achieve more seamless behavior of the service/application.

4.1 E-mail

This section discusses seamlessness and electronic mail, ore-mail, which is perhaps the
most traditional and popular data network service today.

4.1.1 Reference model

The generic reference model for e-mail is called MOTIS (Message-Oriented Text Inter-
change System), and is part of the OSI reference model (ISO 10021)[7].

The classic model consists of two entities, the Message Transfer Agent (MTA), and the
Message User Agent (MUA). The MTA provides the intelligence needed to move mes-
sages between recipients. The MUA is responsible for formatting messages and transfer
to the MTA.

Often, two additional components are added to the MTA, the Message Store (MS) and the
(mail) Gateway. The MS is an intermediate data structure for holding messages, and tra-
ditionally resides on a (mail) server. The Gateway is responsible for conversion of mes-
sages between proprietary e-mail systems. An example of MOTIS is given in figure 2.
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This study is primarily concerned with Internet mail, where:

• sendmail is usually the implementation of MTA,

• SMTP (Simple Mail Transfer Protocol) [11] is the communication protocol between
all the entities — especially the MTAs — and

• POP (Post Office Protocol) [10] or IMAP (Internet Message Access Protocol) [5] is
used when retrieving message information from the MS to the MUA.

Traditionally, Internet mail messages have consisted of text only, and in a format as spec-
ified in RFC 822 [6]. Nowadays, however, non-textual mail attachments are possible, and
MIME (Multipurpose Internet Mail Extensions) [4], [9] is the standard for supporting this.

Other e-mail systems, such as X.400, are only occasionally considered and discussed here;
that is, they are mentioned only when they offer genuinely different functionality. For the
interested reader, Lovett andSkogseth [8] supplies a good introduction to X.400.

4.1.2 E-mail and aspects of seamlessness

The purpose of this section is to provide a short study of e-mail and seamlessness along
the contextual dimensions given in chapter 3.

MUA MUA

MTA
MTA

MTA
MSMS

Sender Receiver

MUA = Message User Agent

MTA = Message Transfer Agent

MS = Message Store

(Gateway)

Figure 2 : E-mail reference model
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E-mail andCENTRALIZED VS.DE-CENTRALIZED

For each administrative domain, the e-mail reference model has a centralized intermediate
mail storage (MS). However, when an MUA accesses the mail server, the messages are
usually transferred and stored locally on the end-user’s machine (though they can be left
on server, as explained above under connectivity), which means that the data storage is in
fact de-centralized.
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Globally speaking, the e-mail architecture (like most other network service architectures)
is highly de-centralized; logically, it can be seen to consist of all the different administra-
tive domains. The main technical problem with e-mail is the transformation between dif-
ferent message formats within the Gateways. An example is converting from an external
message format, such as RFC-822, to a proprietary internal solution e.g. X.400. However,
such transformation is usually transparent to the user, unless the conversion is incomplete
(e.g., due to incompatibility problems between the formats). This is further elaborated
below under homogeneous vs. heterogeneous platforms.

E-mail andHOMOGENEOUS VS.HETEROGENEOUSPLATFORMS

Regarding the homogeneous vs. heterogeneous platforms issue, this is lifted from the
platform/environment level up to the application layer. Thus when discussing e-mail in
this context below, the platform is assumed to be the same, but the applications may vary.

Generally, MUAs exist for almost every possible environment. Interoperability between
users with different clients within the same administrative domain is usually uncomplicat-
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Except for “Borrowed desktop” below, all cases presume the existence of the required
applications (MUA) with MIME support.
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ed. A mail server is usually able to support many different MUAs, as most clients com-
municate using SMTP and POP/IMAP.

However, the case of a single user alternating between different MUAs, or changing from
an old client to a new one is made difficult by proprietary local message storage formats.
The main problem concerns old messages tucked away in mail folders, as these are ar-
chived in a non-standardized manner.

As mentioned above, compatibility between different domains may sometimes not be
achievable, even when the same hardware platforms are in use. This can occur when the
two sets of functions supported by the internal mail architectures are vastly different. One
example is the X.400 receiver-notification, which is sent to the sender once the message
is retrieved by the receiver from the Message Store. Such functionality simply doesn’t exist
in Internet mail.

A final problem experienced by users is platform-dependent MIME support between the
sender and receiver MUA. For instance, receiving a Microsoft Word document attachment
on a UNIX mail client is cumbersome. More than anything else, however, this “problem”
has to do with proprietary document formats, coupled with the fact that Microsoft Word
is not supported on UNIX.

i�jEk=lrmÓo/lrq�suÔL¬bvyÆ ]+� |ÕÄÅ¬
E-mail has no true real-time demands, since the communication form is asynchronous by
nature. However, the user has someexpectations about maximum delay in message deliv-
ery, based on past experience with the service. The delivery time will vary depending on
the global network load, but an upper limit is usually assumed. For instance, a message
sent from Norway to USA is expected to reach the recipient within minutes, rather than
hours.

4.1.3 Discussion

Electronic mail is probably the most widely employed and used data network service in
the world today. The reasons are simple. The communication form is asynchronous, but
still very fast. It consumes little bandwidth, apart from attachments. It has no real-time
demands. It works on every platform and terminal type. It is usually found to be easy to
use, even for the novice.

Often, the main problems with e-mail have to do with poorly-connected sessions, where
there is a danger of losing mail because of inconsistency between the mail server and the
local mail storage. Also, MIME attachments can be difficult to handle, especially on a
borrowed desktop, since the necessary support must be available.

All in all, this study seems to indicate that e-mail is in fact already a very seamless service,
and only marginal improvements can be accomplished. For this reason, electronic mail is
not an immediately interesting candidate application for developing and testing new and
experimental mechanisms for achieving (even greater) seamlessness.
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4.2 News

This section discusses seamlessness and network news, which is another traditional and
quite popular data network service.

4.2.1 Reference model

The generic reference model for news is a traditional client/server model, which consists
of two entities, the News Server (NS) and the News Client (NC). The NS provides the
storage of a collection of news groups and corresponding articles (which are either local
or common with other news servers), and the intelligence needed to allow NCs to connect
and access news groups according to server policy. The NC is responsible for downloading
and presenting the articles to the user, for formatting and transferring new articles by the
user to the NS, and maintaining local subscription information.

Often, different news servers are connected, and propagate articles and establishment of
new news groups between themselves. The best example of such a system is USENET
news. Such a global system has a distributed model, as seen in figure 3. In USENET news,
NNTP (Network News Transfer Protocol) [13] is by far the most common communication
protocol between all the entities. Traditionally, USENET articles have consisted of text
only, and in a format as specified by RFC 1036 [12] and its successor [14]. Like e-mail,
however, inclusion of non-textual news attachments (e.g., HTML) is possible, though not
encouraged since there is no standard for supporting this.

4.2.2 News and aspects of seamlessness

The purpose of this section is to provide a short study of news and seamlessness along the
contextual dimensions given in chapter 3. Generally, news has many similarities to e-mail,
but there are also some differences.

News Server

News Server

News Server
News
Client

Figure 3 : News reference model
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News andCENTRALIZED VS.DE-CENTRALIZED

As explained above, the global news reference model has a distributed and de-centralized
data storage. There is no single, centralized storage of news articles. Instead a copy of the
same article is kept on all News Servers connected to USENET news. With the increasing
use of the service, this places a more and more heavy burden on the servers in terms of
storage and propagation capacity.

Locally speaking, the only information stored in the News Clients is a (set of) resource
file(s), (e.g.,.newsrc on UNIX hosts), containing which news groups the user subscribes
to, and which articles the user has read. There are usually separate resource files for each
News Server accessed by the client, which might be confusing if the user chooses to sub-
scribe to the same news group on different servers.
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As with e-mail, the focus of the homogeneous vs. heterogeneous platforms issue is lifted
from the platform/environment level up to the application layer.

Generally, News Clients exist for almost every possible environment. Interoperability be-
tween users with different clients is usually uncomplicated, since all servers and most
clients communicate using NNTP.

Problems can arise in cases where a given user alternates between different News Clients,
or changes from an old client to a new one; these problems usually arise from the propri-
etary resource file formats employed by different clients. A user is normally not able to
switch directly from one client, e.g. Xrn, to another, e.g. Netscape News, since the local
subscription information is maintained in different, non-standardized ways.
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Except for “Borrowed desktop”, all cases presume the existence of the required applica-
tions (e.g., a News Client).
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News has really no real-time demands, since the communication form is asynchronous by
nature. Like e-mail, however, the user has someexpectations about maximum delay in
article propagation. The propagation time will vary depending on the global network load.
Due to the distributed architecture of news, replies to an article from users close to a news
server might also arrive earlier in time than the original article itself, when the original
article is posted by a user farther away. Behavior of this can be somewhat confusing to
unexperienced news users (and perhaps even irritating to the experienced ones). Generally
speaking, the real-time expectations are lower for news than for e-mail.

4.2.3 Discussion

Network news is a widely used data network service, which has many similarities to e-
mail. The communication form is asynchronous, but still reasonably fast. It consumes little
bandwidth, though the increasing use of HTML attachments could affect that dimension.
It has no real-time demands. It works on almost every platform and terminal type. News
is fairly easy to use, even for the novice user.

Few problem areas have been revealed by the study. The most important ones are con-
cerned with server storage and propagation capacity, and updating of local resource files
during remotely connected sessions (especially on a borrowed desktop).

All in all, the study seems to indicate that news is in fact already a seamless service, with
only little room for improvements. As with e-mail, the conclusion is that network news is
not an immediately interesting candidate application for developing and testing new and
experimental mechanisms for achieving (even greater) seamlessness.
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4.3 World Wide Web (WWW)

4.3.1 Reference model

The WWW has in principle a simple architecture. It may be perceived as a client and a
server program which communicate via HTTP (Hypertext transport protocol). The follow-
ing figure shows the WWW architecture in its purest form.

The figure shows two clients (WWW browsers) and a WWW server. In this figure, the
server contains hypertext documents written in the HTML formal. Upon request from a
client, the server transfers an HTML document to the client.

HTML documents can be stored as static elements; alternatively, they can be generated
dynamically depending upon input contained in the request which arrives from the brows-
er. Dynamic generation of HTML documents is often performed using Common Gateway
Interface (CGI) scripts, which are invoked by the server. Other mechanisms for dynamic
generation of HTML documents also exist (e.g., CORBA-based method invocations).

When an HTML document is returned to the client1, the client presents the document for
the user. HTML documents may include embedded information which is of a specific data
type (e.g.,gif image files,wav audio files, etc.). Browsers may employ any number of
plug-ins and helper applications in order to help present the data to the user.

The great majority of HTML documents are hypertext documents: they include links to
other documents. The linked documents may be stored upon the same server or upon any
other server in the WWW.

Since the advent of JAVA, both small and large applications (“applets”) can be stored at
the server and delivered to the browser. Some applets are simply for presentation and
viewing, and offer the user no input channel. Larger applets can be developed, and deliv-
ered to the browser through precisely the same mechanisms. Larger applets can be highly
complex, and can even offer the user full-scale application services.

1) The documents are transferred via the HTTP protocol. HTTP is a protocol implemented at the application
level. It is built upon the TCP protocol.

Figure 4 : Original WWW reference model

A.html

B.html

N.html

WWW browser A
(e.g., Netscape)

WWW server standard
interfaces

HTTP queries
and responses

WWW browser B
(e.g., Internet Explorer)
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Between the server and the WWW-browser there may exist one or several proxies and
caches. The purpose of the caches and proxies are to reduce network traffic. The web-
browser (or the proxy) compares the cached document to the network document and shows
the most recent one. A proxy can be viewed as a cache used by several web-browsers.
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4.3.2 WWW and aspects of seamlessness
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Generally speaking, HTTP delivers best-effort performance. This is due to the fact that:
1. HTTP is implemented upon TCP
2. TCP is implemented upon IP
3. the overwhelming majority of the Internet — the network upon which most WWW

traffic is routed —employs a network layer (e.g., IP) in which no performance guar-
antees are provided.

The consequence of this condition is that WWW content cannot be transferred any faster
than the maximum speed of the weakest link (i.e., no faster than theslowest link along the
routing path between server and browser). This means that for most of the media-types
used in the WWW today, there are seldom any problems when medium-to-high bandwidth
is available. An exception to this is the transfer of video data (see section 4.5 on video-
streaming, for further details).

HTTP has mechanisms for checking whether the content on the server has changed com-
pared to the contents in the cache or proxy. These mechanisms help reduce network traffic,
since only changed or new documents are transferred. These functions help make the
systems more seamless, since documents can be rapidly displayed at times.

In a low bandwidth situation, the users may experience long response times and down-
loading times. Some browsers available today do not have any automatic mechanism for
prioritizing contents. This means that such browsers do not distinguish different content-
types such as text, images, sounds, etc. Every media stream has the same priority, though
they may have different information value.

Other browsers have functions which fully block image downloading or, alternatively,
postpone image downloading until the rest of the document has been loaded. These func-
tions help make the system more seamless for users. The IMiS-Kernel project group has
not yet seen any browsers which automatically prioritize content-type based upon a func-
tion of the bandwidth and terminal type. We believe that such functions will help make
WWW systems more seamless from a user’s perspective.
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⋅ Little support for adapta-

tion:

- Some support on
the server

- Some support on
the client

- Depends on the
knowledge of the
user

⋅ Proxy/cache solutions are
often necessary.

⋅ Based on best-effort.
Flow control done by
TCP

⋅ Needs mechanism for pri-
oritizing contents

⋅ No problems except for
video

⋅ OK, no problems
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WWW technology was originally designed for situations with a stable network condition.
However, some clients have tried to bypass this assumption. This is done by implementing
mechanisms for off-line browsing. Off-line browsing is done by downloading predefined
documents to a local proxy when connected. The downloading is done after predefined
rules. An example of such rule is to download all new soccer results every morning at six
o’clock to the local disk. The user may then view the results off-line. Still, this mechanism
is not optimal. To get an optimal solution the system should have mechanisms for optimal
cost, prioritizing of content-type and change notifications.
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⋅ Need mechanisms for off-
line browsing. Few
browsers have yet this
possibility

⋅ Needs mechanisms for
optimal cost reduction

⋅ Needs change notifica-
tion mechanisms

⋅ Needs proxy/cache
⋅ Depends on TCP connec-

tions

⋅ WWW is design for this
condition
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WWW is in principle a centralized architecture, from a technical perspective. The docu-
ments are stored on a centralized server. These documents are accessed from the clients.
In many situations we want not to have the documents in a centralized server. This due to
for example organizational issues, network traffic reduction, security issues, etc. In these
circumstances the data may be decentralized on different servers. This may be done with
either hyperlinks or with mirroring.

Using hyperlinks to decentralize means that the information is stored on several servers.
An example may be that each branch of an organization has their own web-server. Each
different branch may then link related documents on the different servers. In this way the
information on the servers can be perceived as a single information source. The problem
with this solution is to update the hyperlinks when documents are changed. Another prob-
lem may be to implement a strategy for search engines by which to index decentralized
web-sites. Most readers of this report know how difficult it may be to narrow a search to
reduce the number of hits. Many companies implement their own search engines to index
just their own server. When decentralizing, the search engine must index several servers.
Again, this may lead to the problem of massive hits when searching.

Mirroring a web-site means that a copy of the documents is stored on several servers. This
is done for instance to reduce the load on popular web-sites. Mirroring may also cause
problems with hyperlinks and for search engines as described above. Some sites that are
mirrored have built-in logic within the servers to send request to the server that fits best.
The server that fits best may either be the one with lowest load or the one that is geograph-
ically nearest. From a user perspective, this functionality helps make the system seamless.
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⋅ Design for centralized

data
⋅ May be solved by hyper-

links.
⋅ It may be hard to update

hyperlinks
⋅ Search engines may have

problem indexing web-
site

⋅ May be solved by hyper-
links or site mirroring.

⋅ It may be even harder to
update hyperlinks

⋅ Search engines may have
problem indexing web-
sites
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When developing web-sites, most developers have the assumption that the users are using
a desktop computer. This assumption creates certain problems for people using other ter-
minal types. Most of these problems are rooted in the fact that the screen quality, battery
capacity and security issues can limit usability.

In the PDA (Palmtop) case today, we often need specially-designed HTML-pages. These
HTML pages are designed to be viewed on small monochrome devices. Another problem
with PDAs is that many of the WWW-clients do not support all the functionality found in
ordinary, desktop clients. For example, WWW-clients for PDAs currently lack Java-sup-
port. Another problem with PDAs is that they have highly restricted storage capacity. This
implies that the browsers cannot use much space for caching.

Battery use is also a problem for PDAs and laptops. Especially in situations where the
WWW pages have information targeted for different devices, such as sound devices. This
may reduce the time the PDA or laptop may be used before it has to be recharged.

Another issue that may cause problems is use of plug-ins. This is especially true for PDAs
and for borrowed PCs. It may be a problem for PDAs since support for plug-ins is still
missing. And when support for plug-ins is implemented, it will take some years before the
different plug-ins are implemented. In the case of a borrowed PC, plug-ins may be a se-
curity issue. If a plug-in is missing at a borrowed PC, it must be installed in order to view
the associated content-type: otherwise, that content-type cannot be presented. The prob-
lem is that both the user and the plug-in must be trusted before the plug-in can be installed.
In many situations this will not be allowed because of the IT- security strategy.
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⋅ No Java support

yet
⋅ No plug-in sup-

port yet
⋅ Needs specially-

designed HTML
pages

⋅ Often based upon
specially designed
clients which do
not support all
functionality

⋅ Small disk, i.e.,
small cache

⋅ Power limitations
⋅ Ergonomics may

limit usability

⋅ Screen quality
may be a problem

⋅ Processor capaci-
ty usually weaker
than desktops.

⋅ Power limitations
⋅ Ergonomic may

limit usability

⋅ Plug-ins may be a
problem

⋅ OK
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WWW andREAL-TIME

The most pressing real-time demand for a WWW service is that of minimizing the delay
between a browser request initiated by the user and presentation of content. When long
delays are experienced, some users cancel requests rather than waiting. When a WWW
server takes too long to acknowledge a request, an automatic timeout can occur which also
leads to request cancellation.
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In the case of WWW, there are few problems regarding homogenous vs. heterogeneous
platforms. Client and server software exists for most relevant platforms. A growing prob-
lem, however, is that plug-ins are often implemented for only the most popular platforms.
This results in situations in which certain pages’ WWW content cannot be viewed on a
less-popular platform. Another emerging problem is that of different functionality in the
browsers. Here, the problem with homogenous vs. heterogeneous platforms has been lifted
from the operating system level up to the application level.
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⋅ OK ⋅ ⋅ There exist WWW-cli-

ents and servers for most
of platforms.

⋅ Plug-ins may be a prob-
lem
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4.4 Conferencing

Many associations can be made in regard to the termconferencing. Some of the dimen-
sions of conferencing include:

1. the types of media being shared (e.g., audio, video, data, etc.),

2. the architectural design of the applications which enable the conference,

3. the properties of the infrastructure supporting communication,

4. the types of terminals amongst which the media is being shared,

5. whether the streams involved are generated from live or stored sources,

6. whether or not the streams involved are being directed to live sinks, and more.

4.4.1 Reference models for sharing data applications

Quite simply, there is no single reference model for conferencing. To help articulate the
problem space, the focus here will begin with points 1 and 2 above. Specifically, we will
first focus upon conferences in which two or more users (“conference parties”) experi-
ence that they are sharing a consistent view of one given application; this situation is
commonly calledapplication sharing. The keyword here is ‘consistent’: at any given
time, the semantic content underlying each party’s view of the application is consistent.

To further limit the discussion at the outset, the application being shared is anon-stream-
ing data application. Common conferencing examples here include shared document
editing, shared spreadsheet (e.g., shared budgeting) work, etc.
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Figure 5 depicts some traditional architectural approaches for sharing (non-streaming)
data applications. Here, these different approaches have been given the names:

• centralized spreading (multi-point wrapper)

• pseudo-distributed (master / slave)

• replicated (input mixing / serialization)

• distributed (multi-user application)

The goal of all of these approaches is the same: to create the experience that the parties in
the conference are sharing a consistent view of the same application. Some of the mech-
anisms employed in order to maintain consistency include data transfer, control protocols
(e.g., for application updating and process synchronization), internal application state in-
formation and reasoning about shared states. Different constellations of these kinds of
mechanisms are used for application sharing, depending upon the architectural approach.
These different approaches are discussed further below.
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Figure 5 : Traditional architectural approaches for sharing data applications
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4.4.1.1 Centralized spreading

This approach is often used when sharingone instance of single-user application process.
Here, asingle-user application is one which is designed to receive only one input stream,
and deliver only one output stream. In the centralized spreading approach, amulti-point
wrapper is used between the single-user application and the host(s). The wrapper serves
two primary purposes for the application:

• it serializes multiple channels of incoming input control signals into a single input
stream, and

• it spreads the application output to each of the participating hosts2.

In the centralized spreading approach, both the application state information as well as the
data being operated upon within the application are usually local to the application itself;
the participating hosts do not have individual copies of the data nor state. This approach
therefore usually requires copious output from the wrapper, in order that the participating
hosts can present a consistent view of the application. In contrast, however, there is no
need for advanced control protocols between the application and the participating hosts.

4.4.1.2 Pseudo-distributed

This approach much likens the centralized spreading approach, and is therefore also cen-
tralized to a very great extent. One difference usually found, however, is the difference in
the complexity of the multi-point wrapping mechanism.

In the centralized spreading approach, one multi-point wrapper process is required for
each single-user application process to be shared. In the pseudo-distributed approach, only
onemulti-point MASTER  wrapper is needed in order to share aset of single-user appli-
cation processes amongst participating hosts. TheSLAVE counterparts designs employed
in this approach are usually one of two kinds:

• designs in which only one SLAVE counterpart process instance is required (per
participating host)for the entire set of applications being shared, or,

• designs in which one SLAVE counterpart process instance is required (per partici-
pating host)for each application being shared.

Since it a highly centralized approach, the characteristics of the pseudo-distributed ap-
proach are much like those of the centralized spreading approach. The multi-point
MASTER serves two primary purposes:

• it serializes input control signals directed to the application, and

• it spreads application output to each of the participating hosts3.

In this approach, both the application state information as well as the data being operated
upon within the application are usually local to the application(s) themselves; the partic-
ipating hosts do not have individual copies of the data nor state. Like the approach above,
this approach usually requires copious output from the multi-point MASTER wrapper, in
order that the participating hosts can present a consistent view of the application. In con-

2) When spreading application output, some wrappers employ IP multicast.
3) Again, some wrappers employ IP multicast when spreading application output.
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trast to the centralized approach, however, there exist somewhat advanced control proto-
cols between the multi-point MASTER wrapper and the SLAVE counterpart(s).

4.4.1.3 Application sharing via replication

This approach has a variety of related forms. The basic characteristics, however, are that:

• there exists an instance of the shared, single-user application process uponeach
participating host

• there exist individual, “replicated” copies of the application state information, as
well as the data being operated upon, within each such application process

• (consistent) application sharing is achieved through centralized serialization and
spreading of the input control signals generated by each application process in-
stance.

Since there exist replicated copies of application state information and data, this approach
requires only the serialized sharing of control information. However, the approach often
assumes that the data to be shared has been copied and distributed in advance to the con-
ference parties.

It should also be observed that independent, post-conference use of replicated data can
possibly lead to inconsistent data conditions at a later time.

4.4.1.4 Distributed approach

This approach also has a variety of related forms. Compared to the three forms mentioned
above, however, the basic difference is that the application being shared isdesigned as a
multi-user application: it is designed to simultaneously receive input from more that one
participating host, as well as to distribute its output to more that one participating host.

Many distributed application designs involve the use of individual instances ofidentical,
inter-communicating process types uponeach of the participating hosts. Other distributed
application designs are hybrid in nature: involving the execution of individual instances
of identical process types uponsome of the participating hosts, while the remaining hosts
are included via processes which liken some form ofMASTER / SLAVE configuration. For
the sake of simplicity here, we shall refer to all such processes aspeers, whether they are
truly identical or not.

In distributed approaches for achieving application sharing, there is no defacto design as
to where the application state and application data reside. Application state and data may
be localized to a single peer, or it may be distributed across all peers.

When application state and data are distributed, both of these kinds of information may
require transmission amongst the peers. In order to preserve a consistent view of the ap-
plication, distributed designs often require quite advanced control protocols for applica-
tion updating and process synchronization. In order to synchronize state correctly, one or
more or the peer processes may need to reason about its own state, perhaps even its peers’
states. The mechanisms for achieving application synchronization are based upon a com-
bination of the application’s control protocol complexity, along with application reasoning
about shared internal state.
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Despite certain complexities in the distributed approach, it is by far the most flexible when
properly implemented. Implementations which minimize and streamline transmission and
“hand-off” of application state and data can be exceptionally robust in the face of unstable/
unpredictable network conditions.

4.4.2 Reference models for sharing audio and video

Throughout section 4.4.1, the focus is upon the approaches for sharing non-streaming data
applications. In this section, we will examine some traditional architectural approaches
for engaging in real-timeaudio / video conferences4, thereby addressing the points 1, 2,
5 and 6 mentioned in section 4.4. Explicitly, the discussion here will concern person-to-
person conferences — conferences in which both audio / video streams are generated by
live sources.

With regard to the discussion of architectural approaches presented inthis subsection, the
most significant characteristic is that there are live sources5 on each end of the conference;
less emphasis will be placed upon the fact that there are live sinks in the conference.
Discussion about the aspects of seamlessness forreceivers of live streams is offered in
section 4.4.4. Discussion concerning stream generation fromstored sources is provided in
section 4.5(“Video streaming”).

Here, it is assumed that an audio stream is generated by an audio application. A interface
for user-control of the application is provided. Appropriate audio devices (e.g., micro-
phone and speakers/headset) are controlled by the application. These same principles ap-
ply for the video stream and its associated application; the video devices instead include
a camera and a display screen. For simplicity’s sake, it is assumed that both the audio and
video applications are run upon the same host.

4.4.2.1 Basic functional requirements

In order to achieve person-to-person audio / video conferences, some basic functionality
must be in place; other kinds of functionality may be required, depending upon the total
configuration (i.e., applicationand infrastructural configuration taken together). These
areas of basic functionality include:

• control protocol transcoding (may be required)

• agreement upon stream format (i.e., “capability negotiation”)

• stream format conversion (may be required)

• stream mixing or switching

• determination of conferencing configuration (may be required)

• master/slave determination (may be required)

Logically, these functional components can be implemented within arbitrary parts of the
infrastructure, the terminals, the audio / video applications, or any of combination of these

4) Here, the notation ‘audio / video’ should be read as “audio and/or video”. It refers to conferences and
contexts which are audio-only, video-only, or both audio and video. This term is later distinguished from
the term ‘audio-video’.

5) I.e., the user is the focus of stream content, and can additionally act as a dynamic stream controller.
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elements. To simplify this discussion, however, we will group these functional compo-
nents into higher-level components, and denote them with terms which intend to reflect
— though neither specify nor restrict — their roles. It must be remembered that the group-
ing and naming used here is simply a matter of convenience.

The higher-level components employed in the following discussion are:

• gateways (for control protocol transcoding and/or stream format conversion),

• multipoint controllers , or “MCs” (for capability negotiation, determination of con-
ferencing configuration, and/or master/slave determination); and,

• multipoint processors, or “MPs” (for stream mixing and/or switching).

As before, it should be clearly understood that these higher-level components can be res-
ident within either common or independent physical elements of the infrastructure, per-
haps even resident upon the terminal or within the application itself.

At this point, we return to a more thorough discussion of the basic functional components.

Control protocol transcoding: This functional requirement arises when two participating
applications (and/or terminals) employ incompatible control protocols. In such cases, a
gateway can be employed to transcode the control signals, thereby enabling compatible
control signalling between those applications / terminals.

Capability negotiation: This functional requirement may arise when applications can
send and/or receive more than one stream format per media type. What must be resolved
in such cases is exactly which audio (and/or video) stream format each participating ap-
plication should send and/or receive. The task of negotiating and determining the formats
to be sent and received amongst participating applications can be:

- resolved by (some set of) the participating applications, or

- delegated to an MC, to resolve on behalf of the participating applications.

Stream format conversion: This functional requirement arises when there is no single,
common stream format which can be sent and/or accepted by all participating applications.
In such cases, two or more stream formats (for one or more media types) must be employed
within the conference. In order to complete such transmission, gateways can be employed
to convert one stream format into another.

Stream mixing or switching: This functional requirement arises when engaging in audio
/ video conferences with three or more parties. Multipoint processors (MPs) are employed
for stream mixing or switching in such cases. As a working definition here, we employ
(parts of) the description of an MPs functionality as cited in [16]:
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from “Draft ITU-T Recommendation H.323V2 -
Packed Based Multimedia Communication System”[16] , p.31

Determination of conferencing configuration: Here, the term ‘conferencing configura-
tion’ is used to refer to the configuration of the control and media streaming channels
between participating applications (e.g., centralized vs. distributed control, centralized vs.
distributed stream spreading, etc.). This functional requirement arises when there exists
more than one configuration by which to establish/organize these channels. The task of
determining the conferencing configuration amongst participating applications can be:

- resolved by (some set of) the participating applications, or

- delegated to an MC, to resolve on behalf of the participating applications.

Master/slave determination: This functional requirement may — though not necessarily
— arise when the conferencing configuration is such that more than one multipoint con-
troller (MC) becomes involved in the establishment and/or maintenance of the control and
media streaming channels between participating applications. Depending upon the man-
ner in which the MC functionality is implemented and integrated with the conferencing
application, the presence of two or more MCs in the conferencing context may require that
some form of master/slave determination be carried out amongst the MCs. As one might
expect by the name, the result of such determination is that one MC becomes the “master”
MC, while the others MCs subordinate their control to that master.

4.4.2.2 Architectural issues

Some of the basic functionality described above constitutes essential parts of the confer-
ence set-up and establishment phases (e.g., capability negotiation, determination of con-
ferencing configuration, master/slave determination). Some of the other functionality
(e.g., control protocol transcoding, stream format conversion) concerns signal and data
transformations required in order that the participating applications exchange compatible
information.

Conferencing configurations

In this section, the focus is upon theconferencing configuration of the “conference-in-
progress” — that is, the configuration of the control and media streaming channels be-
tween the participating applications. Conferencing configuration is one of the primary
architectural characteristics which limits or enables the capacity to develop and deploy
seamless conferencing applications.

The alternative conferencing configurations depicted in figure 6 are the result of the com-
binations of possible configurations allowed and/or preferred by the media streaming ap-
plication architecture, together with the architecture of the supporting infrastructure. For
each of the audio / video control and media streaming channels, the figure illustrates the
two fundamental alternatives available: centralized spreading vs. distributed spreading6.
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All of the centralized spreading models involve the use of an MC-like or MP-like process,
depending upon whether it is the spreading of control or stream information, respectively.

6) It should be understood that in order to increase efficiency,multicast can be used within either of the
spreading approaches; it is not a technical requirement for multi-point spreading, however.

Centralized
spreading

Distributed
spreading

audio
control

audio
streams

video
control

video
streams

Figure 6 : Alternative configurations of control and media streaming channels
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The figure makes no assertions as to where these MC / MP processes are resident; they
could be hosted upon a terminal which hosts one of the audio / video application processes
or, alternatively, upon some other non-terminal device.

When spreading control information using a distributed spreading approach, certain MC-
related functionality is required within the terminal and/or audio/video conferencing ap-
plication. The same is true for streams: when spreading streams using a distributed ap-
proach, certain MP-related functionality is required within the terminal and/or audio/video
conferencing application.

For a conference including both audio and video media types, it is possible that the con-
ferencing configuration is very complex. For each row in figure 6, one of two fundamental
spreading approaches is possible.This yields 16 basic, alternative conference configura-
tions for a conference including both audio and video media types.

Other hybrid forms of conference configurations are possible to construct, as depicted in
figure 7. The figure illustrates a configuration in which an MC and an MP are co-located
within some element, and a fully distributed spreading model is joined with a fully cen-
tralized spreading model via that element. Still other hybrid forms can exist: for example
forms in which more than one MC / MP is involved in connecting the participating hosts
within the conference.

Audio-video conferencing applications

Most video conferencing applications are, in fact, not limited to handling video only; most
handle audio as well. That is, the application itself handles both the media types7. When
considering the architecture of such applications, it is necessary to attend to the manner
in which each of these media types is treated and managed by the application,

One vital consideration is the format of the media stream(s) sent and received by such
applications. Some employ stream formats in which the audio and video information is
woven together into the same stream. Others employ stream formats which are audio-only

7) Here, these kinds of applications are denoted asaudio-video conferencing applications.

Figure 7 : Example of a hybrid conference configuration



42 Norsk Regnesentral

Chapter 4: Services, Applications and Seamlessness

and video-only. Usually, the more well-developed audio-video conferencing applications
can send and receive a variety of media stream formats (e.g., several types of audio-only
formats, several types of video-only formats, certain types of combined audio-video for-
mats, etc.)

It should be noted that when conferencing applications can send and receive a variety of
media stream formats, the capability negotiation phase of conference set-up can have a
very significant impact upon the final conferencing configuration the system settles upon.

4.4.3 Reference models for sharing audio, video and
data

From a logical perspective, aconference session includes the totality of audio / video
control and media stream channels employed amongst the participating hosts, along with
all control and data channels used to achieve shared data applications within the confer-
ence.

When it comes to assembling the technology required to carry out a conference involving
audio, video and data, there exist three basic options:

1. use of an audio-only application, a video-only application, and sharing one or more
data applications8 in parallel;

2. use of an audio-video application, while sharing one or more data applications in
parallel;

3. use of an audio-video application and one or more data applications,all of which
have been developed from the same underlyingconference framework.

Options 1 and 2 suffer the unfortunate consequence that the applications involved in the
conference have little to no knowledge of one another with respect to the conferencing
session. This leads to a situation in which the coordination of the applications within the
session becomes cumbersome for the user9 and, at times, completely impossible to man-
age.

With respect to the third alternative, a conference framework is a set of objects and classes
which realizes a conferencing architecture. This kind of framework and architecture pro-
vides a uniform set of mechanisms and means by which to create applications which “un-
derstand” how to engage in multi-user operation. The purpose and motivation for using
applications created from the same conferencing framework is that all such applications
employ a common set of mechanisms through which they participate, interoperate and
remain coordinated within a conferencing session.

Of course, it would be naive to think that all applications will one day be created from one,
unique conference framework. Still, when a given conference framework is based in wide-
ly employed standards, there will exist a better chance that applications developed from
that framework can interoperate with other standards-based applications, even when those
other applications are developed outside the given framework.

8) See figure 5 concerning traditional approaches for sharing data applications.
9) For instance, when a new participant is added to the conference, all of the applications involved must be

independently informed and updated to reflect this new condition.



Chapter 4: Services, Applications and Seamlessness

Norsk Regnesentral 43

In chapter 5, the MEDIATE Application Framework will be presented [17, 18]. MEDIATE
is a conference framework from which “session-aware” applications can be developed.

4.4.4 Conferencing and aspects of seamlessness

The purpose of this subsection is to look into some of the different contextual dimensions
of seamlessness, as described in chapter 3. The emphasis here is upon the end-user effects
experienced when trying to achieve and carry out conferencing within each these contex-
tual foci. Where relevant, some mention is also given to how different architectural con-
figurations may limit or enable the capacity to achieve more seamless conferencing.

In the tables found within this subsection, three types of conferences are designated and
addressed:

• A: real-time, multi-point audio-only conference

• V: real-time, multi-point video-only, or audio-video conferences

• D: real-time, multi-point sharing of a non-streaming data application

In these tables, nothing is assumed about the conferencing architecture and spreading
models, unless noted explicitly.
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It should be apparent from sections 4.4.1 to 4.4.3 that the simple terms ‘centralized’ and
‘de-centralized’ are not sufficiently specific on their own; in fact, the term ‘de-centralized’
has purposefully been discarded from use within this discussion about conferencing. In-
stead, the focus has been upon alternative approaches for achieving data application shar-
ing, along with focus upon the basic models available for spreading control and stream
information.

Regarding seamlessness, some discussion of the end-user effects experienced as a result
of different conferencing configurations has already been provided above.
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Regardless of platform, conference types A and V cannot wholly succeed unless:

• each sender, or some gateway, is able to produce a stream type which each receiver
can handle

• each sender, or some gateway, can generate control packets which can be understood
by each of the receivers (e.g., signals based upon the same standard).

The shared applications within conference type D cannot wholly succeed unless:

• each sender, or some gateway, can generate control and data packets which can be
understood by each of the receivers.

In cases where the conditions above are only partially satisfied, certain participants may
experience lack of audio and/or video, and/or experience unpredictable/unstable behavior
of the shared applications.

For conferencing situations, running identical applications on compatible platforms will
always deliver the most stable and best performance. Use of standards (e.g., T.120) is
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Except for “Borrowed desktop” below, all cases presume the existence of the required
devices and drivers. A homogeneous orcompatible execution environment is also assumed
(i.e., a compatible execution environment entails, for example, that any shared applications
in use are not affected by a conferencing context which includes desktops, laptops and
PDAs within the same conference).
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required in order that interoperation of different conferencing applications on different
platforms will have any chance whatsoever of success.
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All conference types are defined to be real-time. For all conference types, the presence of
delay can lead to lesser or greater disturbances within the conferencing context.

A considerable amount of literature emphasizes that the existence and quality of the audio
channel is the most important factor within a conferencing context. Research has also been
carried out which demonstrates that the amount of delay tolerated within an audio channel
is quantifiable.

Within type V conferences, it is reported that lack of lip synchronization is also a highly
disturbing problem.

For shared applications within type D conferences, real-time demands again lead to a need
for minimal delay between the appearance of synchronized, consistent views for all par-
ticipants.

4.4.5 Discussion

Research has shown that the most essential ingredient within conferencing is the presence
of a satisfactory audio connection; here, the connections must have sufficient quality, in-
cluding medium-to-good average voice quality, and a (very) low drop-out frequency. Au-
dio-only conferences can be achieved using only limited bandwidth, and carried out
amongst most types of terminals. However, to achieve audio conferencing amongst a set
of heterogeneous environments, applications and/or terminal types requires the use of
standards and, in some cases, the use of gateways10.

Video conferencing requires significantly more bandwidth than audio conferencing; this
is especially true when considering person-to-person conferences as we have done here.
Certain exceptions do exist, however, but many of these fall outside the use contexts we
intend to focus upon in this discussion. Very low quality person-to-person video confer-
encing may be possible upon palmtop terminals, though again, the areas of use are limited.

The area of security can have a highly variable impact upon conferencing. The impact can
be anything from “no impact” to a “full stop” in the effort to achieve conferencing.

In regard to architecture, we find that the best architectural approach is:

• to select a standards-based conference framework as the basis for development of
all conferencing applications

• to select a framework which employs distributed spreading models for both control
and stream information

• if possible, select a framework which implements distributed spreading using mul-
ticast technology where appropriate

• if possible, select a framework which implements and treats both audio and video
as primitive data types.

10)The same is true for video and data sharing conferences, as well
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We believe that this architectural approach is the one which enables the capacity to achieve
more seamless conferencing in the greatest variety of cases and contexts. It is worth paying
the price for more complex control protocols, etc., in exchange for the flexibility and
robustness of the applications which can developed from this approach.

In chapter 5, we will see that these characteristics have formed some of the motivating
criteria in selection of the MEDIATE Application Framework for further pursuit, study
and development within the IMiS-Kernel project.
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4.5 Video streaming

4.5.1 Reference model

Video streaming applications will likely cover a wide range of applications in the future.
Two emerging applications areDigital Video Broadcasting (DVB) and Video on Demand
(VoD) services. In the home market, these will cover the functionality of today’s TV and
Text-TV, in addition to multimedia services. Scenarios and more information on digital
television can be found at the DVB web pages [20].

Other applications will be established in professionally-oriented video applications, where
video content is used in production, documentation, research, archiving and surveillance.
Hyperlinks will be used to integrate streaming video with other data types, such as text,
still images, graphics, sound documents, animation, etc.

Video streaming is more than just playing a video on a computer screen: Instead of playing
a film sequence from a file or a CDROM, the data stream comes from a remote server
through a data network. The data source is calledvideo server, which contains a database
of video information, a coding system, and a communication system for sending the video
stream. On the other side thevideo player receives the data stream; it is decoded, then
presented to the user.

The original definition of video streaming includes some kind ofrate control and real
time facility. Video streaming is then either a rigid application (i.e., the application works
well only when the quality of service (QoS) exceeds a certain level); or, an adaptive one
(i.e., the application can adjust to variations in quality of service).

Transfer of video data without rate control is often calleddata piping, asynchronous data
streaming, or http-str eaming. On the receiving end, the stream is buffered to a certain
degree, and the video stream is played as long as there is content available. In this situation,
the application behaves as a sort of “elastic” application. For example, many Java Media
Framework (JMF)-based players are founded on the http-streaming paradigm.

The protocols used for video streaming are specially designed for real time demands.
These include RTP (Real Time Protocol) and RTCP (Real Time Control Protocol) [21]
and RTSP (Real Time Streaming Protocol) [22]. Other related protocols can be found on
the IETF Home Pages [23].

Here we useMPEG as a reference [24], though other streaming formats exist (e.g.Real-
Video, see overview [27]). It must be noted that although video contents can be coded and
stored in many different formats, not all of these formats are suited for streaming. For
example, some formats contain important information at theend of the stream. When
using such formats, theentire content must be downloaded (e.g., via http-streaming) be-
fore playing is possible. Other formats — such as MPEG — are designed for streaming;
MPEG can also be used as a storing format. DVB will use the MPEG-2 [24] format.

The perceived quality of a video streaming session is influenced by several factors; these
include hardware, screen size and type (different technologies), the machine-external en-
vironment, operating system, network issues (bandwidth, jitter, delay), coding of the video
stream, etc.
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In the Lava Project [15], a Video on Demand system including the Elvira video server and
the LAVA player was developed. Its components are described in [28], while a closer look
at the video server implementation is given in [19].

4.5.2 Video streaming and aspects of seamlessness
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Video streaming is a very bandwidth-intensive application. Bandwidth demands for a full-
screen MPEG-2 video stream reach from 1Mb/s up to ca. 10 Mb/s. While MPEG-1 is
designed for video streams up to 1.5 MB/s, the MPEG-2 definition supports video streams
in a higher bandwidth range, typically 10MB/s. In addition, strong demands on other QoS
parameters (e.g., jitter) must be supported to satisfy the user’s demands.

In applications or areas where the high bandwidth demands are not fulfilled, adaptation
techniques are necessary. Proxy techniques, pre-loading, and carousel access are some of
the techniques which can be used. Depending upon performance, these mechanisms may
or may not have a significant effect upon the user’s perceived quality of the video presen-
tation.

In cases where these kinds of mechanisms are not available/sufficient, other approaches
for application adaptation can be employed. These include: selective presentation of con-
tent (e.g., audio only), reduction of video quality (e.g., smaller size, less color, less reso-
lution, more jitter, lower frame-rate), etc. Obviously, these kinds of adaptation techniques
affect the user’s experience of video quality. In more extreme cases, further degradations
of content presentation might need to be employed (e.g., still images and text instead of a
multimedia presentation). As the reader can easily deduce, bandwidth demands are quite
critical when it comes to video streaming.
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⋅ proxy solution with inter-

mediate storage neces-
sary (huge disk capacity
required).

⋅ methods for data com-
pression necessary.

⋅ audio-only when band-
width is too low.

⋅ stamp-size video
(30 kb/s)

⋅ needs good compression
algorithms.

⋅ proxy techniques often
required.

⋅ 1-10Mb/s
⋅ Digital Video Broadcast-

ing (DVB) designed for
this situation.

⋅ Multicast techniques can
further improve perfor-
mance.
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a. Streaming video locally requires that a video server is locally installed.
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Using the term ‘video streaming’ in the pure sense, it seems useless to discuss other than
a constantly connected system. In this “pure” context, the client must be connected to the
network while playing a multimedia stream. The connection could be achieved through
an internet connection (with enough bandwidth), cable modem, satellite link, etc. For
broadcasting via a satellite link the communication is one-way only (no return channel
from client to server), and thus synchronization is neither possible nor necessary.

It must be pointed out that certain hybrid solutions can be used in order to achieve video
streaming for a partially connected system. In such cases, it is possible to download the
contents of a video stream to the local disk, and then streama or play the contents locally.
In such cases, the end-user might experience that the contents (e.g., a news broadcast) are
not the latest available. In addition, the user may have to wait until some part of the stream
is downloaded. This solution also has a disadvantage in that it requires huge disk capacity.

Carousel methods open up for periodically repeated transmission of multimedia data. This
can be used in a partially connected environment, where the newest version of a periodic
part of a transmission is kept on the client. Using this kind of solution, the user may
experience certain undesirable effects which liken those described above. The user may
also experience an additional delay while waiting for the next video segment to be broad-
cast (i.e., in cases where broadcasts are not downloaded in the background).
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⋅ proxy solutions (implying
file storage) is the only
solution; this requires
huge disk-capacity.

⋅ maintenance of video ses-
sion can be a problem.

⋅ proxy solutions and file
storage will be necessary.

⋅ use of QoS mechanisms
will yield better quality.
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The question of centralizing/decentralizing a video streaming application is a question of
both system design and data storage. A centralized architecture is simpler to implement.
However, such a solution can create bottlenecks with respect to data transfer, and data
storage. To avoid bottlenecks, a database can be used to organize a distributed scheme.
However, distributed architectures must address and solve potential synchronization prob-
lems, when data are delivered from servers at different locations.

For end-users, the type of architecture and data storage model employed (i.e., centralized
vs. de-centralized) should not affect the user’s perception of the streaming quality.
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⋅ Video stream usually

originates from one cen-
tral source on one central
server.

⋅ Synchronizing problems
must be handled when us-
ing several decentralized
sources or decentralized
servers.
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Terminal types and profiles are important factors which influence how the recipient expe-
riences a streaming document. Not only the terminal characteristics (size, colors, technol-
ogy) are crucial, but also the processing hardware on the client computer. Decoding a video
stream requires computer power, and it is of advantage to employ hardware decoders; a
number of such decoders are available on special-purpose boards which can be easily
installed within an existing terminal. Using today’s processor technology, software decod-
ers only allow smaller sized video streams in an acceptable quality.

Applications should be able to detect and accommodate themselves to the technology
which serves as an interface to the user. Capability negotiation techniques can help find
an optimal solution for a given application, device and connection context. There exist a
variety of possible devices with different terminal characteristics.Multimodal  systems
can support a variety of interfaces, transforming the contents with respect to the terminal
characteristics. Transformation routines can be placed in the network (e.g., when there is
a need for a low-bandwidth black-and-white representation of the contents for a small
screen).

Multimodality and adaptation techniques are two of the main areas which can help guar-
antee user satisfaction with regard to the quality of the video streaming application.
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⋅ streaming not

available with to-
day’s technology.

⋅ still, there exist
some specially de-
veloped solutions
for terminals of
this size (e.g.,
MPEG-cam).

⋅ some restrictions
exist due to screen
technology.

⋅ client must be in-
stalled.

⋅ graphics card /
MPEG card is an
advantage
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Video streaming andREAL-TIME

The real time demands manifest themselves mostly in terms of delay, i.e. the time for the
user must wait for the video stream to be presented on the screen. For some application
technologies (e.g. VoD or Near-VoD, material distributed by carousel) delays up to a few
minutes can arise. In some cases, such delayscan be accepted; the determining factor here
almost always depends upon the context of use and its associated costs.

Certain other QoS parameters can be eliminated and/or satisfactorily managed within the
network and/or application (e.g., jitter can be eliminated through proper buffering). Some
such techniques lead to greater delay, however, which can be a point of frustration for the
end-user.

Some video streaming applications have extremely demanding real-time requirements.
One example is that of simulators which use streaming technology to create the visual and
auditory surroundings for the user.

4.5.3 Discussion

Video streaming is a very challenging application, as it places high demands upon hard-
ware capabilities and the network. Seamlessness is rather hard to achieve, and use of hy-
brid solutions is necessary in many cases. Caching of data, smaller image size, and reduced
quality must be tolerated when the infrastructure is suboptimal.

High bandwidth demands (i.e., >1-10 Mb/s) are necessary for a full-quality video which
compares with TV quality. Demands upon the control of jitter and certain other QoS pa-
rameters are also quite high. However, as demands to delay are not always as harsh, buff-
ering can help avoid the most severe kinds of quality degradation. Users are familiar with
the quality of television, and usually won’t tolerate a level of quality with is significantly
less than that.

To achieve satisfactory quality when presenting the video stream, special hardware is often
necessary (e.g. MPEG decoding cards). This kind of “solution” is not so much against the
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In some cases, especially for proprietary systems, the client software is not available for
all platforms. However, by using coding standards (e.g., MPEG) in connection with stan-
dardized formats and protocols, it is possible to implement clients for all platforms in
question.RealVideo is one example of a video streaming system which is available for
many relevant platforms.

For end-users, the type of platform environment (i.e., homogeneous vs. heterogeneous)
should not affect the user’s perception of the streaming quality.
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⋅ OK ⋅ availability of clients

could be a problem.
⋅ availability of clients

could be a problem.
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goals of seamlessness as it is orthogonal to them: an adequate,seamless solution should
not rely upon the use of specialized hardware. Problems with achieving satisfactory quality
also occur also when employing smaller handheld devices; characteristics such as size,
weight, energy consumption, availability of a network, etc. all set a limit for the level of
quality which can be attained.

Other problems with achieving seamless video streaming arise since as there is no standard
framework for streaming video yet. A number of video applications are optimized for
streaming via CDROM or file, but not through a network. Other existing solutions can
only deliver low quality video to an end-user using a PC.

In conclusion, demanding real-time and bandwidth requirements, as well as processing
capacity, make it difficult to develop seamless video streaming solutions for the end-user.
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4.6 Database management systems (DBMS)

4.6.1 Reference model

The following figure shows a reference model for DBMS systems. It contains a DBMS
server and several client applications. The server contains one or more tables which con-
tain data. Several applications may then use the data.

The DBMS server may deliver data which is stored at several places. The DBMS is then
called a distributed database.

Figure 8 : DBMS reference model

table 1

table 2

table N

client appl. A

DB server standard
interfaces

DBMS queries
and responses

client appl. B
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4.6.2 DBMS and aspects of seamlessness
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Most of the applications of DBMS do not require much bandwidth. Still, there may be
some problems when using low bandwidth. Support for adaptation must be implemented
in the clients. One problem is to predict the result of a query. Some queries may return a
huge amount of data. In these circumstances the DMBS system should offer mechanisms
by which clients can stop/abort the query. Another problem related to low bandwidth is
that it may be necessary to lock records or tables for longer periods. This may cause
problems for other users, since they may have to wait for the client to unlock the record
or table. It is also possible to use proxy or cache solutions when aiming to serve low
bandwidth conditions.
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⋅ Little support for adapta-

tion

- Hard to predict the
result of a query.

⋅ Locking of records for
longer periods

⋅ Proxy/cache solutions are
often necessary

⋅ Based on best-effort.
Flow control done by
TCP

⋅ No problems, except for
response times

⋅ No problems
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This dimension is the hardest to solve from a seamlessness perspective. DBMS is built
around the concept of short transactions. That is, every update of the database should be
done as one short operation. If that is not possible (records/tables are locked), the transac-
tion should not be done. The problems appear when DBMS systems should work when
network connection is not available or not stable. In these situations the DBMS system
can not lock the records or tables. This can cause the “lost update problem”. To solve this
problem we need mechanisms for off-line use. This means to replicate (part of) the data-
base to the local disk, and synchronize the databases when connected. The system must
then handle conflicts if the same record is updated by several users. No general solution
exists for handling conflicts, since correct resolution depends upon the semantics of the
application. Conflicts must be solved by the users in many situations.
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⋅ Need mechanisms for off-
line use.

⋅ Missing mechanism for
cost optimization.

⋅ Change notification miss-
ing

⋅ Synchronization mecha-
nisms are necessary.

⋅ Need support for long
transactions

⋅ Approaches for conflict
resolution must be explic-
it and understood by us-
ers; methods and tools are
also required

⋅ Conflict resolution re-
quires user knowledge

⋅ Need proxy/cache mech-
anisms

⋅ Need support for long
transactions

⋅ Conflict resolution may
sometimes be required

⋅ DBMS is designed for
this situation
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DBMS andHOMOGENEOUS VS.HETEROGENEOUSPLATFORMS

A database server can serve clients operating upon different platforms. The most common
approach, in such cases, is that:

a. For example, each department in a company can have their own customer database. This is hor-
izontal division of the database, since all of the tables are replicated; still, only the relevant data
are stored in each local database. Vertical division of the database is when tables are divided
amongst several distributed databases. For example, the customer-relevant tables can be stored at
the marketing department, while the employee-relevant tables be stored in the administration de-
partment.
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Original DBMS system designs were based upon centralized storage of data. Still, it is
often necessary to distribute the data storage. A goal for this distribution of the database
is to achieve seamlessness, such that the storage architecture is completely transparent to
the user; this is done to make the system more efficient in use. Distributed databases com-
plicate the problems for the other aspects of seamlessness discussed in this chapter, and
especially the bandwidth and the connectivity dimension.
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⋅ DBMSs were originally

designed for centralized
storage of data

⋅ Replication may be nec-
essary.

⋅ Horizontal or verticala di-
viding of the database?
Depends on use.

⋅ Checking and updating
foreign keys may be a
problem

⋅ Solved by replicating or
dividing the data on sev-
eral servers

⋅ Hard to update foreign
keys

⋅ Synchronization/mirror-
ing/replication
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Regarding terminal types, most of the problems rather general for each type. The biggest
challenge is for the PDA (Palmtop). The challenge is to find a solution by which to display
big tables in a usable manner. PDAs require specially-designed clients to solve this prob-
lem.
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⋅ How to presents

big tables?
⋅ Special designed

clients

⋅ OK ⋅ Needs client soft-
ware (e.g.,
WWW-interface)

⋅ OK
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• the server offers a set of standard interfaces towards the client (e.g., ODBC, JDBC,
SQL, etc.), and

• each client architecture employs that interface within its own implementation.

When database clients and servers are constructed in this manner (i.e., the client and server
arecompatible), the user’s experience of the application isnot affected by the homoge-
neous vs. heterogeneous nature of the platforms. What may instead affect the user’s expe-
rience of the application is the application’s user interface, its features, the type of con-
nection and/or bandwidth, etc.
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The real-time demands for a DBMS are directly related to the application area in which
the system is to used. It is not hard to imagine applications at each end of the spectrum:
for instance, a DBMS could be designed and employed as part of a hard-critical, guaran-
teed-response real-time system (e.g., within a power plant). Alternatively, a DBMS could
be employed as part of an off-line request-handling system (e.g., as part of a mechanism
for searching for and retrieving literary references, articles and abstracts within a library).

Like most other services and applications, most users wish that a database system respond
as fast as possible to every request. As suggested above, however, the time when the user
actually requires the data can vary greatly.
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Chapter 5

Characterization and Selection of the
Application

5.1 Revisiting the Application Requirements

The initial work process described in chapter 2, followed by the work and results reported
in chapter 4, put the DP1.0 team in a new position. From that point, two major alternatives
were proposed by which to further the effort toward characterization and selection of the
application for iMiS-Kernel.

When considering these alternatives, it was judged by the team that both options required
analysis work which would likely be too ambitious to achieve within the project’s prevail-
ing time-constraints. Facing this situation, it was necessary for the DP1.0 team to limit the
focus of their further studies. It was therefore decided to consider only one of the service/
application types which had been examined in chapter 4 — other service/application types
could be pursued later. The team therefore reviewed once again the characteristics required
of the application. As listed in section 2.1, these included that the application should:

a) focus upon establishing a communication service which meets demands within the
IMiS-Veritas project;

b) support cooperative work for some given work situation;

c) enable testing of mechanisms for achieving seamlessness, as provided by DP2.0;

d) enable experimentation with QoS; in particular, experimentation with bandwidth
reservation and bandwidth management (e.g., IPv6, RSVP, etc.);

e) enable experimentation with technology for enabling mobility (e.g., MobileIP);

f) allow for experimentation with heterogeneous networks, systems and terminals;

g) handle and operate with multiple media types; and,

h) transmit audio and/or video streams, in order to generate a high volume of network
traffic.

5.2 Focus upon Conferencing and Recommendation
of MEDIATE

In re-considering the needs of the mobile workers at DnV, it was judged that an application
which supported conferencing could be of significant use for those personnel. As men-
tioned in section 2.2, the IMiS-Veritas project had identified a need formobile workers to
be able to contact co-workers on-the-spot, for information exchange and problem solving.
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The decision to focus upon conferencing applications also matched well with respect other
project requirements. In addition to meeting points (a) and (b), most conferencing appli-
cations also satisfied points (g) and (h).

The decision to focus upon conferencing was also influenced by another, at least equally
significant factor. At that point in the DP1.0 effort, an in-house system began to emerge
as a strong candidate for the IMiS-Kernel application. The MEDIATE Application Frame-
work [17, 18] was brought to our attention, a system designed and developed by Dr. Steinar
Kristoffersen as part the doctoral work he was completing at that time.

The MEDIATE Application Framework includes a conferencing framework through
which it is possible to develop a variety of interoperable, “session-aware” applications.
The MEDIATE architecture also realizes some of the desirable design characteristics for
conferencing application, such as adistributed spreading model for both control and
stream information (see section 4.4.5).

Other important factors also promoted MEDIATE as an application candidate. Perhaps
most significant of these was that we had, in-house, both access to and knowledge of the
MEDIATE software. This condition created a situation in which requirements (c), (d), (e)
and (f) could also be addressed within the project.

With the requirements for application selection so thoroughly addressed, the DP1.0 team
has thereby recommended that the MEDIATE Application Framework be used as the foun-
dation for application development and experimentation for continued work within the
IMiS-Kernel project.
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