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Abstract

This document describes theperimental IPv6 netark under deelopment at Department of Informatics
(Ifi/UiO) and Norwaian Computing Centre (NR) as part of the IMIS and ENNCE WPL1 projects.

The perimental netwrk is financed by the Norngean Research Council, Uninett A/S and \émsity of
Oslo(UiO) through the MultiMedia Communication Laboratory(MMCL).

Our intention with this document is to establish &arall plan about the first wide area, high capacity
IPv6 network in Norway. This document describes a netwinfrastructure which is suitable both for the
research- and eduational institutions and for the commercia.I$Ré netwrk is designed to include
similar planned IPv6 sites at UNIK (ENNCE WP2), NTNU (Plug&Play project)yélsity of Tromsg
(ENNCE WP2 project), dlenor Research and @@opment (Project 1), and Ericsson A/S (IMIS Ericsson
project) as thgbecome wailable.

Our first step is to m@ our current IPv6 tunnel to an IPv6 capable roated establish both IPv4 and
IPv6 network connectiity between the laboratories located at Ifi/UiO and NR. Owut step is to estab-

lish IPv4 and IPv6 link netarks to the planned IPv6 sites at our collaborating institutions. The third step
is to establish a common national research otwPv4 and IPv6 address plan, corresponding router
configuration and use of Signallingrival Circuits (SVC) connectionsser wide area AM connections
between the trial sites. This step requires additional IPv4 address space, as well as SV@igoanecti
ATM.

Both local and wide area natvk issues are disucssed in this report, and a first recommendation for IPv6
address space usage in Nayws included. Neterk infrastructure requirements for IPv6 netk estab-
lishment is also included, and the configuration of our currentonketi& given.



1 Introduction

This document describes the IPv6[1],[&perimental netwrk with Quality of Service capabilities under
development at Department of Informatics(Ifi) and Nogvem Computing Centre(NR) as part of the
IMIS and ENNCE WP1 projects. The trial nemk is financed by the Norngen Research Council, Uni-
nett A/S and Uniersity of Oslo through the MultiMedia Communication Laboratory (MMCL). The net-
work is designed to include similar planned IPv6 sites at UNIK (ENNCE WP2), NTNU (Plug&Play
project), Unversity of Tomsg (ENNCE WP2 project),efenor Research and Bopment (Project |)

and Ericsson A/S (IMIS Ericsson project) asythecome waailable.

This document includes a short description of a nationwide IRpérienental netark, available to all
Internet Service Prxaders (ISPs). W focus on the part of the nettk which connects the research
departments desribed algo These departments are already connected together using the ISP services
from Uninett. The suggested solutions are according to Uningitsimental netwrk design.

Our intention is to establish the first wide area, high capacity IPv@®retwNorway within Uninett and

to provide state of the art nebsk infrastructure to be utilized in the IMIS and ENNCE projects as well as
other research projects within NR, IFI and our collaborating institutions. Thenmkewalso intended as

a carrier of multimedia content used foaperimental research in the MMCL lab at IFITM is chosen

for Wide Area interconnection, while 100basaid Wreless LAN is used for local nebsk access.

International connectivity

Router

5 T e N
MMCL IPv6 network at IFI/UiO

IMiS IPv6 network at NR

Figure 1 Using ATM WAN services to interconnect IPv6 sites

Figure 1 shevs hav ATM is used to interconnect routers with IPv6 capability to establish the national trial
IPv6 netvork.

A trial node with angperimental IPv6 implementation for Linux has been operational since May 1997 at
the Unversity of Oslo, using IPv4 tunneling to theperimental IPv6 international backbone “6bone” [3]
access node in Stockholm. Operation of this machiad4d. ui 0. no) by the radio amateur club [4]

has been useful taather &perience for the trial netwk, but a more pwerful infrastructure is required

in order to support multimedia tfef and more complenetwork topologies.
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Figure 2 shws the local IPv6 netark infrastructure in the Informaticsiitding where NR and IFI/UiO is
located. Note that some of th@skstations are connected both to the IPv6 capable router and directly to
the ATM switch. This feature alles experiments with both pureT™ and IPv6 @er ATM wide area
interconnectiity. To support eperiments with mobilitya wireless LAN is established in thailding
where mobile nodes can n@seamlessly between the netiss. Seamless access to other wireless net-
works in the gperimental IPv6 netark is planned.
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Figure 2 Local network infrastructure for the MMCL/IMIS laboratories

Figure 3 shws the IP netwrks huilt on the link-structure described in Figure 2 Note that the mmcl1-gw
is designed as the stable router connecting all other IPv6 routers in the tralkndidae mmcll-gw also
connects the trial netwk to 6bone through a IPv4 tunnel to the 6bone router
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2 Wide Area Inter connection

Wide area connection within Uninett will be accomplished usinijlAATM is chosen since this is the
current high speed wide area netlwinfrastructure ailable at the institutions, and since it has the abil-
ity to dynamically set up channels with QoS requirements agotiate QoS parameters during the life-
time of a connection.

The sites mentionedver are all already connected together through an IPv4 basedrkgtravided by
Uninett. Between Oslo, Kjellefirondheim, Begen and Tomsg the netark is linked together by AV
connections. These connections are at the moment leased by Uninettefesrar Supernett [11] is a
part of this AM infrastructure.

2.1 Bandwidth requirements

None of the institutions/projects \aexplicitly quantified their bandwidth needs, and it may seem that
this matter is less important than actual conmigficombined with the possibility taxperiment with
dynamic bandwidth allocation.

On the short term Uninett will supply 2MbitsT® SVC connectiity between the diérent sites. Long
term solutions are still to be decided. In particwes are interested in SDH links between thpeei-
mental netwrks. This solution wuld allov us to let the routers perform resource reson with eact
link capacities with gry lov bit error rates, since pagts cannot be dropped as in thENMAnetwork.
Having SDH links would allov very interesting comparisons betweehMA QoS reseration using for
instance UNI 3.1 and routtased QoS resation using SDH between the sites. Thus, vge Wninett,
to investicate opportunities for future SDH connediy between the IPv6 trial sites.

2.2 International connectivity

International conneatity is initially obtained by tunneling to 6bone trough IPv4 and possibly later with
dedicated AM circuits to an international 6bone rout€onnectrity to NORDUnNet2, Internet2 and
European netark providers is intended. This is currently Uningsttesponsibility and will be done in
close cooperation with Uninett



3 Specification of Netw ork Components

This section will describe the &&fent netwark modules used tauidd the IPv6 netwrk according to pre-
vious assumptions.

3.1 IPv6 capab le router

The chosen router must perform according to theviatig requirements:

« ability to run IPv6 and IPv4 sofave, according to the latest standard modifications, including tunnel-
ing

+ ability to host AM interfaces with trdfc shaping

« ability to host tvo or more 100BaseT ethernet intaxdés

« ability to host ISDN intedce cards

At this early stage of IPv6 delopment, we belie that the project benefits from a homogenous router
ervironment since standardization is not yet fully complete@ &cided to choose routers from
Cisco[10] because:

1. Cisco is already used at all sites in the Experimental IPvGonketidninett, Blenor NR, IFI, UNIK)

2. Cisco has an ongoing IPv6w#opment program, alang selected customers to participate using
early IPv6 beta releases trough the Cisco EMEg&hhology program.

3. Cisco is heuaily involved in the IETF standardisatiorovk

4. Cisco has documented support famMAwith traffic shaping functionality required for theAN
aspects of the netwk.

IFI was accepted in the EMEAe&hnology program to establish the Multimedia Communication Lab and
do initial IPv6 netwrk planning. Cisco has also ressshadanced technical support to help us to get the
network operational. IPv6 responsible at NR has also been included through the EMEA program at IFI
since our infrastructure is colocated. If other IPv6 sites choose to use Cigcmusbteestablish a rela-
tionship with the Cisco EMEAd&chnology program as long as productiensions of I0S with IPv6 sup-

port is not yet @ailable.

3.1.11Pv4/IPv6 router: Cisco 7206:

The Cisco 7206 routeras selected because of its capability to useraxhd intedce cards from the
Cisco 7000 routeraimily, at a laver entry cost than the 7000 series routers. The router has siaceterf
slots. Wwo slots are occupied by the amced R-A2 ATM-card with trafic shaping. A third slot is allo-
cated to a &st Ethernet inteaice. This leges three empty slots for indilual needs, such as additional
Ethernet ports or ISDN.

Table 1: Specification of Cisco IPv6 capab le router

Product specification Function
CISCO7206 Basic router chassis, including six interface slots
NPE200 Processor card, incl. 32MB RAM
C7200-1/0-FE-MII Fast ethernet I/O controller
PA-A2-4E1XC-OC3SM ATM interface with traffic shaping functionality
MEM-1/O-FLC16M I/0 PCMCIA Flash Memory, 20MB option
MEM-NPE-32MB Cisco 7200 NPE 32 MB DRAM




Table 1: Specification of Cisco IPv6 capab le router

Product specification Function
PA-FE-TX 1-port Fast Ethernet 100BaseTx Port adapter
AT-MX300TX Fast ethernet Transceiver 100Base-Tx RJ45/MII ¢
SF72C-11.2.9P Cisco 7200 Serie I0S IP only Feature set
F-SM-MM-02 Transition SM/MM two-way converter

3.2 ATM infrastructure

NR and IFI has jointly purchased arE 200WG AM switch which is used to interconnect th&Mx
capable routers and pide access to the UninetfTM infrastructure. AM services can be located in
both the Cisco routers and in th&M switch. For our local Classical IPver ATM [6] and Lan Emula-
tion [7] networks, these services are located in tA&lAswitch, while PVC termination is done in the
Cisco routers as IPv4 endpoints. wéwer, seamless inggation of IPv6 sites trough SVCs requires
UNI3.1 signallig [12] configuration on both the routers and tkielved ATM switches. This is intended
as the gperimental netwrk is exctended.

3.3 Nameservers

The main IFI nameseev is upgraded to handle AAAA records, and is currently serving IPv6 addresses.
IFI-local administratre tools (Machine Data Base, MDB) are currently beexigrneled to handle IPv6
addresses. It is assumed that each IPv6 site also operatenheiameserer, and NR has configured a
similar machine.

Handling reeerse name lookup is currently an open issue, apdemtback wuld be welcome to the
authors of this document.

3.4 IPv6 client mac hines

We hare currently established IPv6 conneityi on three platforms:

» Linux 2.1/x86 using thedenel IPv6 stack. This protocol stack has theaathge of source codeaal-
ability and a &irly well documentet IPv6 API for initial IPv6 applicatiorvééopment. This as the
original platform used when 6bone access wstablishedubthe 6bone tunnel is momoved to the
Cisco router due to emous reasons.

» Solaris 2.5/Ultrasparc 1 using the package SUWN@/version 5.2 and 5.3. The package is described
in [8].

* Windows 95/FTP softare protocol stack/x86.eh Pentium 11/300 MHz clients in the Multimedia
Communication Lab are configured with NTinfows 95 dual boot operation, and the FTP Safawv
IPv6 stack is used on theifdows 95 configuration. This softwe enables dynamic configuration of
IPv6 addresses for the PC clientswéwer, few appliations arewailable and the IPv6 API is poorly
documented.



4 |Pv4 Network

Introducing IPv6 as a meprotocol will be done graduallynainly by introducing upgrades andaneer-

sions of eisting operating systems with a dual IP stack, including both IPv4 and IPv6. The decision
whether to use the IPv4 protocol, or the IPv6 protocol in communication between hosts, is done using
DNS. Each host which is IPv6 capable wilvea special DNS record, skimg the hosts IPv6 address.

IPv6 will be the preferred protocolubthere will be may IPv4-only hosts in the Internet demanding
IPv4 communication for seral years. Thus, ouxperimental systems will all be configured with both
IPv4 and IPv6 support.

IPv6 introduces a paek header with more functionality than the IPv4 heatleough the IPv6 headers
have been stable for some time, the IETF still discussthe nev functionality shall be used, andvadt
shall be implemented. While this process continues, IPv4 must aitabke protocol.

This means that each intacke in the xperimental netwrk must hae at least one IPv4 address. In the
experimental neterk there must be room foxgeriments with mobile IPThese hosts will connect to
different networks, and thg must hae one IPv4 address for eackagable netwrk. Hovever, mobile

nodes will occup only a limited IPv4 name-pool since we use dynamic allocation of these addresses by
means of DHCP

As a start we hae been allocated a test IPv4 netlwfrom Uninett {28. 39. 11. 0/ 24). This netvork

is divided into seeral smaller netarks praviding the addresses needed for IFI/UiO, NR and the link net-
work between the digrent sites according talble 2. The dferent sites/projects inrdmsg, Tondheim,
Bergen and other places may get addresses from other soureesniiett.

Table 2: IPv4 ad dress plan, 128.39.11.0/24

Nodes Block Network cﬁfggg; Comments
0-63 26 MMCL1 64 Primary IPv6 network (stable!)
64-91 27 MMCL1-mobile 32 Experimental IPv6 for mobile clients
92-127 27 MMCL2 32 Secondary IPv6 network (experimental)
128-191 26 IMiS network 64 IMiS kernel network
192-223 27 Not allocated 32 Can be used for test purposes
224-227 30 MMCL1-NTNU Link network
228-231 30 MMCL1-UiB Link network
232-235 30 MMCL1-IFI/UiTg Link network
236-239 30 MMCL1-TF&U Link network
240-243 30 MMCL1-UNIK Link network
244-247 30 MMCL1-IMiS Link network
248-251 30 MMCL1-MMCL2 Link network
252-255 30 MMCL1-Uninett Link network

10



5 1Pv6 Netw ork

The administration of the IPv6 address space is still not standardized. IETF drash&@aknitiatve to
establish a \Me Area e&perimental IPv6 netark infrastructure, termed “6bone”. This project is allo-
cated the3ffe: : /16 network. To achi&e 6bone connedfity, it is necessary to use unique 6bone
addresses. Currentlilorway is allocated th&f f e: 2a00: : / 24 network s@ment. This sgment is
supposed to a@r the need of all norwgn ISPs.

5.1 The IPv6 address structure

According to [13], IPv6 unicast addresses are aggable with contiguous bit-wise masks similar to the
IPv4 addresses under Class-less Interdomain Routing [14]. Therevara $8rms of unicast addresses
in IPv6. These are:

» the global aggmgatable global unicast address
» the NSAP address

* the IPX hierarchical address

 the site-local address

 the link-local address

» the IPv4-capable host address

Each IPv6 address is an 128bit numbde address is\dded in a netwrk part and a host part. The pre-
fix number shars the length of the netwk part of the address. According to[13], the failog address
format should be used.

Table 3: IPv6 ad dress f ormat

Bit Purpose Comments

3 FP Format prefix (3 bit) for aggregatable Glo-
bal Unicast Addresses

13 TLA ID Top-Level Aggregation Identifier

32 NLA ID Next Level Aggregation Identifier

16 SLAID Site level Aggregation Identifier

64 InteIrEf)ace Interface identifier

The3f f e: 2a00: : / 24 network block does not fit into the sceme aifble 3. V¢ therefore suggest the
IPv6 address plan which is described @bl€ 4.

5.2 National IPv6 connectivity

The Norwgian Internet Service Pvalers (ISP) are connected through the Ngiae Internet Exchange
point (NIX) for IPv4 trafic, as shan in Figure 4.

Each ISP (e.g. Uninett) ha separate lines for international connatti The diferent ISPs will lilely
connect to the IPvexperimental netark, and we suggest a similar IPv6 netlwstructure for this pur-
pose. Using this approach, each ISP connecting toxierienental IPv6 netark must achiee 6bone
connectvity through their wn lines, while national tré€ is handled by the main IPv6 router asvwghan
Figure 5.

An alternatve in the short term auld be to terminate all national tfiafin the MMCL main IPv6 router

11
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Figure 5 Suggested interconnection of IPv6 networks in Norway (IPv6 NIX)

where ISPs are assigned portions of the national address space according to the plan proposgt in the n
section. This approach is st in Figure 6. In the long term, an IPv6 NIX is the preferred solution, and
policies rgarding wether xperimental actiity outside the Uninett domain can be aléd on the xperi-

mental IPv6 infrastructure is decided by Uninett sincg frevide international IPv4 conneeiiy for the
IPv6-in-1Pv4 tunnel to the test netvk. This has yet to be decided by Uninett and no non-Uninett sites
are currently connected to the Uninetperimental IPv6 netark without eplicit permission from Uni-
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Figure 6 Possible short term interconnection of IPv6 trial networks in Norway

5.3 International connectivity

We hae allready receed requests from ganizations in other countries currently under the Nordunet-
domain, vanting to connect to the 6bone through our netwCurrently we hae to defer such requests
until a poligy has been decided. Of the same reasons discussed for national giypnseath requests
must be handled by Uninett since we use their IPv4 access and address space.

5.4 Norwegian IPv6 ad dress structure

Since the first connection to 6bone fréralad. ui 0. no in May 1997, Jan Marius Bng has been
assigned the responsibility of the 6bone name space forajofis assignment has been done in coor-
dination with Uninett[9]. Nonay is currently assigned ti3¢ f e: 2a00: : / 24 from 6bone and the pro-
posed address plan is shoin Table 4.

Table 4: Norwegian standar d IPv6 address plan

Bits Value Nﬁ?@ig ONfL:]rggsg Comments

24 3ffe:2a00 N/A National prefix under 6bone

16 O-fff 65536 N/A Number of Internet access providers
24 O-ffffff 16777216 N/A Number Internet access provider subnet
64 O-fffffffffffiff N/A 264 Number of hosts on each subnet

13



This national IPv6 netark is sub-dirided into ISP netarks and ISP subnebsks. The proposed address
structure shen in Table 5, is a modification of the proposed address plamrsimoTable 4 since we ant

to support a higher number of ISPslléwing [13], we could only support 256 ISPs in Nagmunder
6bone. Vith the current assignment this number is increased to 64K.

The indvidual ISPs are then free to swdde their address structure asythige, kut we recommend that
the proposed Uninett model will be folled by all ISPs. This model is sho in Table 5 and leses
room for 4096 “customer netwks”, each with 4096 subnets. On each subnet, the full 64 bitaogerf
address can be used.

Table 5: Norwegian recommended subnett plan

Bits Value Comments
16 3ffe 6bone
8 2a National prefix
16 0:0:0:1 ISP part (e.g. Uninett)
12 0:0:1 ISP site (e.g. UiO)
12 0:0:1 Site subnett (e.g. MMCL1)
64 Interface address (e.g. MAC address)

An example of this address assignment isegiin Table 6.

Table 6: Example 6bone ad dress assignments

areseion | TUA | Aggresaio | Mok el | sebiinerce
Identifier (TLA) (pTLA) n (NLA)
6bone Norway ISP Network Subnetwork Host Structural location
3ffe 2a 0001 001 001 - 6bone:No:Uninett:UiO:MMCL1
3ffe 2a 0001 001 002 - 6bone:No:Uninett:UiO:MMCL2
3ffe 2a 0001 002 001 - 6bone:No:Uninett:NR:IMIS

An exaple IPv6 address from this structure is the stable IPv6 router in the MMQt Hak the structural
location 6bone:No:Uninett:UiO:MMCL1:M&-address, which corresponds to the IPv6 address
3f f e: 2a00: 0100: 1001: : 0010: 2f ed: 4c30, where the last 64 bits of the address isveeki
from the hosts M&-address as suggested in [15].

14



6 Conclusion

Our main contrilation is establishment of the IPv6 address plan for xiperenental IPv6 netark in

Norway. We hare also gren our recommendations to required retnequipment to establish conneeti

ity within the IPv6 trial sites. The main IPv6 router in theperimental neterk (mcl 1-

gw. i fi. ui 0. no) router currently terminates the IPv6 tunnel to 6bone trough SICS, arnéne sites

under the Uninett domain are welcome to set up tunnels trough this 6bone access point. Request for IP
connectvity to your academic institution can be done by mailpe6-drift @fi . ui 0. no.

The eperimental IPv6 netark is a great opportunity for the Norgian research community to get
involved with Internet-2 related research, and we look &awo obtain IPv6 connewetitly with the other
research institutions. &Wvill strive to continnously update the project homepages [16][17] to reflect cur-
rent status of the netwk as results emge. \\& look forward to interesting projects and good research
collaboration in the national IPv6 nedvk!
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