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Abstract

A cornerstone in the object-oriented paradigm is the abstraction mechanisms transcending
analysis, design, and implementation. The notions of class, object, behaviour, and inheritance
are supported in both design notations and through programming language constructs in ob-
ject-oriented languages. An association is a declarative mechanism to associate objects, and it
is well known from analysis and design notations. However, associations are not matched by a
programming language construct. This paper eliminates the semantic gap between design and
implementation by proposing a programming language construct to support associations di-
rectly. An important issue in designing such a language construct is to make it as efficient and
flexible as a manual translation to pointers and containers, and that it gives added benefits
compared to a manual translation. Our association compiler can generate code that is as effi-
cient as hand produced code, and it is our experience that it is easier to make changes to pro-
gram structure and implementation when using language supported associations.

1. Introduction
The history of programming languages can be seen as the story of introducing new and more
powerful abstraction mechanisms and trying to devise better and more efficient implementa-
tions for those mechanisms. The analysis and design notation UML [18] depicts associations as
shown below.

Here the association named Containment associates one window object to many view objects.
The views play the role of elements in the containment association, whereas the window is the
container.

The aim of this paper is to demonstrate that the association specified above can be expressed
as a programming language construct that can be efficiently compiled. An association construct
will narrow the semantic gap between design and implementation, in the same way as the in-
heritance mechanism of programming languages is well suited to realise the specialisation hier-
archies used during analysis and design.

There are many interpretations of what an association represents at the modelling level.
However, this paper will not provide a taxonomy of associations. Using the terms of [6], this
paper addresses referential associations between nodes of the same meta-type. [2][3][5] discuss
in the literature whether an association is uni-directional or bi-directional. [5] in particular ar-
gues strongly for the uni-directionality of associations. However, there seems to be no consen-
sus, which has led us to design the language construct to support both kinds of directionality.
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The introduction of associations as a replacement for hand coded usage of pointers and con-
tainers are expected to be beneficial for several reasons.
• The compiler can produce access methods and choose appropriate implementation strategies

depending on the type of association. This will produce safer code than what is normally
produced by human translation, pointer errors are well known and can be hard to debug.

• Associations can provide two-way navigation while ensuring consistency. They make shar-
ing explicit, or prevent it altogether depending on their cardinality constraints; sharing is a
common source of programming errors.

• Providing associations for programming languages will narrow the semantic gap between
analysis and design where associations are now well established.

• In current object-oriented programming languages, aggregation is only supported through
static references. In object-oriented analysis and design notions, aggregation has evolved to
become a rich notion, which has no direct support in programming languages.

• Explicit association declarations in the source code make re-engineering to UML easier.
In general, a binary association is a rather complex data structure, which allows objects to be
associated to several other objects, it might be navigated in both directions, and it can have at-
tributes. However, often a concrete association is not so general, but is only one-to-many or
unidirectional, or it carry no attributes. An important part of this paper is to examine how a
compiler can choose the best implementation based on the characteristics of the association.

There are several ways to implement associations, which can be grouped into two broad
categories: internal and external implementations. A representation where the data structure is
kept local to an object is called an internal representation. An external representation is an im-
plementation where the data structure representing the association is kept outside of the associ-
ated objects. Both categories cover a number of variations, from pairs of hash-tables to simple
references. The compiler should be able to use both types of representations.

There are two distinct styles of navigating (or accessing) an association. Either one navigates
the association directly, as in &RQWDLQPHQW�JHW&RQWDLQHU�D9LHZ�, or one navigates using role names on
the objects, as in D9LHZ�JHW&RQWDLQHU. Navigation choice is independent of representation, since
role based navigation can be syntactic sugar for association-based navigation, and vice versa.

Using associations as a semantic construct in object-oriented programming is not a new idea.
It was first proposed by Rumbaugh [14] in the programming language DSM, and further de-
scribed in [15] and [16]. This paper shows how associations can be compiled efficiently, and
demonstrates that the analysis can be operational. The contribution of [14] was to lay the con-
ceptual groundwork, showing that associations can be incorporated into object-oriented pro-
gramming languages. Section 2 presents examples of using associations. Section 3 describes
how associations can be efficiently realised depending on their characteristics, which is the
main contribution of this work. The paper is concluded with a discussion of related work (Sec-
tion 4), further work (Section 5), and summary of the results (Section 6). The association com-
piler is implemented for Smalltalk. The implementation will be discussed in Section 3.4.

2. Examples
This section will discuss two examples of associations. The &RQWDLQPHQW association between
windows and views as presented in the introduction will be used to introduce the basic con-
cepts. Then doubly linked binary search trees will be discussed, showing the more advanced
aspects of associations. The prime motivation for this work has been to narrow the semantic
gap between design and implementation by providing linguistic support for associations. How-
ever, we believe that associations are a useful language construct in their own right. Both repre-
sent a usage of associations that are not grounded in domain modelling, but demonstrate the
power of associations in programming in general.



2.1. Window - view containment

The containment association between a window and its views is a prototypical situation where
it is useful to have two-way navigation, enabling navigation from a window to its contained
views, and from a view to its window. The monitoring association between subjects and ob-
servers in the observer pattern from [4] is another example where a two-way navigational asso-
ciation which associates one subject to a number of observers is useful.

In our Smalltalk association compiler, Containment is declared as:
$VVRF�QDPHG���&RQWDLQPHQW
UHODWLQJ�����RQH�FRQWDLQHU�:LQGRZ�
DQG�����PDQ\�HOHPHQW�9LHZ�

Here the association between window and view is named &RQWDLQPHQW. The objects of type :LQGRZ
play the role of FRQWDLQHU, and View objects play the role of HOHPHQW. Compiling the containment
association creates several access methods in :LQGRZ and 9LHZ. Navigation from a view object to
the window object is done as D9LHZ�JHW&RQWDLQHU. This returns the unique window object that con-
tains the view. One window object can contain several view objects, and D:LQGRZ�JHW(OHPHQW re-
turns a set of view objects. This style of access is called role-based access. The association
compiler implements the containment association itself as a meta-class (using meta-classes is
just a way to implement the Singleton pattern [4] in Smalltalk), and it also generates access
methods on this class. To navigate from a view to its window can also be done using the asso-
ciation-based access style &RQWDLQPHQW�JHW&RQWDLQHU��D9LHZ� Both styles of access have their advan-
tages, and the association compiler presently generates both.

To set the window of a view can be done as D9LHZ� VHW&RQWDLQHU�� D:LQGRZ. If D9LHZ were con-
tained in another window, this association will be removed before the dependency of D:LQGRZ is
established. This is because it is declared that a view can only be contained in one window (the
container role has a cardinality of one). It is possible to reverse the roles: D:LQGRZ� DGG(OHPHQW�
D9LHZ will have the same semantics, that is, removing D9LHZ from any previous dependencies,
and associating D:LQGRZ and D9LHZ. Depending on the cardinality of the roles, the method name
is either VHW5ROH (cardinality one), or DGG5ROH (cardinality many). The corresponding association-
based access method is�&RQWDLQPHQW� DGG(OHPHQW�� D9LHZ� WR&RQWDLQHU�� D:LQGRZ, which is equivalent to
the other two mentioned above.

When a window needs to be re-drawn, it will ask all of its views to re-draw themselves. The
JHW(OHPHQW method generated for :LQGRZ will return a collection of the views in the window. Be-
cause Smalltalk handles collections very well, we have not felt a need to provide access meth-
ods that can provide indexing, enumeration, or other similar functionality for associations. In-
stead, we rely on the standard collection methods to do so. In the following re-drawing method
for :LQGRZ, the GR� method enumerates all elements in a collection, binding them to HOHPHQW one
at a time.

UH'UDZ
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2.2. The binary search tree

Another example is a binary search tree. The idea is that the association could improve on tra-
ditional implementation techniques in two ways.
• In a traditional implementation, each node has a left and a right pointer. If there are N nodes

in such a tree, there will be N+1 nil pointers. Let us assume that space is more important than
time and we prefer an external representation for left and right sons.



• Traditionally binary trees have only downward pointers, so one has to start from the root to
remove a node. The association compiler can produce two-way associations, and in a doubly
linked tree, a node can be removed by sending it a message to remove itself.

The structure of the tree is defined by the following specification, which states that the 6PDOOHU
association associates one object of type 7UHH1RGH playing the role SDUHQW, to one other object of
type 7UHH1RGH playing the role OHIW. The /DUJHU association is declared similarly.

The first point is addressed by stating that the left and right roles are external, since the asso-
ciation compiler supports external as well as internal representations. When a role is declared
external, a table based representation is created, which is accessed using the same access meth-
ods as would have been available with an internal representa-
tion. The definition of the 6PDOOHU association then becomes:

$VVRF�QDPHG���6PDOOHU
UHODWLQJ�����RQH�SDUHQW�7UHH1RGH�
DQG�����RQH�OHIW�7UHH1RGH�H[WHUQDO�

The second point, however, is troublesome. For a tree node to
remove itself from the tree, it must know whether it is in a
smaller or larger association with its parent. Node 15 plays the
parent-role for both 12 and 21. If node 12 is removed, node 12
does not know if its parent is larger or smaller, hence it does not
know from which association to remove itself. There are two ways to find out, either by com-
paring with its parent or by storing its association with its parent. The problem is intrinsic to the
notion of a doubly linked binary tree, and is not specific to associations.

If we chose not to compare with the parent node, there are several ways in which to represent
the role of a node. One possibility is to create specialisations of 7UHH1RGH, a /HIW7UHH1RGH and a
5LJKW7UHH1RGH. That way a node knows its role in relation to its parent. However, when a node is
removed from a tree, the tree is restructured, and a node that was previously a left tree node
might change to become a right tree node. While Smalltalk can change the class of an object at
runtime, such a solution can not be used in other languages, and we would like to solve the
problem using techniques that will transfer to other programming languages.

Another way is to use an association variable that remembers which association (6PDOOHU or
/DUJHU) a tree node has to its parent. If this association variable is called SDUHQW$VVRFLDWLRQ, then the
code needed to remove an object from the appropriate association becomes:

SDUHQW�� �SDUHQW$VVRFLDWLRQ�JHW3DUHQW��VHOI�
SDUHQW$VVRFLDWLRQ��UHPRYH3DUHQW��SDUHQW�IURP��VHOI

Because associations are first class, they can be stored in variables, passed as parameters etc.
Incidentally, the access method for removing associations only use the first role name (par-

ent), so that the same method name can be used for removing left and right offspring. In general
we have strived to provide specific access method names, e.g., the remove method should have
read UHPRYH3DUHQW�� SDUHQW� IURP/HIW�� VHOI. However, when associations are stored in variables, it is
necessary to access these associations in more general terms, e.g., UHPRYH5ROH$�� REM�� IURP5ROH%�
REM�, where UROH$ and UROH% are generic names for the first and second role. The compiler gener-
ates these generic methods for association based access, and the last line in the example above
should read: SDUHQW$VVRFLDWLRQ�UHPRYH5ROH$��SDUHQW�IURP5ROH%��VHOI, as SDUHQW is the first declared role.

��

� ��

�� ���

/

6 6

6

/

TreeNode

1 parent

1
right

Largerparent 1

1
left

Smaller



3. An association compiler
The purpose of this section is to provide an overview of the different implementation ap-
proaches for associations and to show in which situation each approach should be chosen. The
results in this section are implemented in the Smalltalk association compiler, which is presented
in section 3.4.

We have identified five orthogonal characteristics of associations that affect the choice of
representation and navigation style. These will be discussed in detail in the next sections.
• Cardinality. If a role has cardinality of one, a simple reference can be used to point out the

other part in an association. For a cardinality of many, the association must include a vari-
able size data-structure, which gives a significant overhead. Small cardinalities such as 2,3,
or 4, normally indicate that there are several roles, and are really an abstraction of several as-
sociations, such as the Smaller and Larger associations in the previous section.

• Attributes. Whether or not the associations have attributes is a major issue. If one of the roles
have a maximum cardinality of one, the attributes of the association can be stored with that
object in a marsupial manner. The case of many-to-many association is especially trouble-
some, as the attributes cannot be stored with any of the participating objects.

• Navigation. If the association is not navigable in both directions, it becomes much easier to
maintain referential integrity, as changes only need to be done in one data-structure.

• Density. If a role has minimum cardinality of zero, not all objects of a given class will be
associated. The density of a role is the ratio of associated objects to the total number of ob-
jects.

• Duration. If an object is associated through a role in only part(s) of its life span, this influ-
ences both choice of representation and navigation style. A role will often have a shorter life
span than the object [9].

3.1. Choosing a representation

This section will examine how these five dimensions influence the choice of representation. In
section 3.2 we will examine how the dimensions influence choice of access style.

3.1.1 Cardinality: The first thing to notice is that an internal representation is always more
time-efficient than an external representation. The Figure below illustrates this.

The objects X and Y are associated. To the left, the association is represented as a pair of
mutual pointers. To the right the association is represented using a pair of index structures -
here hash tables. To find Y given X, in the internal case is simply to de-reference the pointer. In
the external representation, we need to lookup Y with X as the key. The difference in time-
performance is the table lookup.

Updating the association, so X becomes associated with Y’ is a matter of changing two
pointers in the internal representation. In the external representation, the values of two tables
must be changed, but to do so requires two lookups as well.

X Y X Y

x
y

x=hash(X);
y=hash(Y)



The better efficiency of the internal representation is not affected by cardinality of the associa-
tion. The Figure above illustrated a simple one-to-one association. The Figure below illustrates
a one-to-many association.

The object X is associated to Y1 and Y2. In the internal representation of X, it is no longer suffi-
cient to have a simple pointer to an Y object, but a collection of some sort must be used(left
part of the illustration). However, this is also true for the external representation. Looking up X
must yield both Y1 and Y2, and hence the value to be stored can no longer be a simple pointer to
a Y object, but must be a collection as well. However, the external representation still requires
indexing to find the collection, where the internal representation does not.

To add or change the association between X and some Y object requires one collection op-
eration in X, and a pointer change in the Y-object. This is also the case for the external repre-
sentation; but again, two index operations must be added to the cost.

Notice that the choice of external or internal representation can be made at the role level
rather than the association level. Thus it is possible, and our compiler supports this, to choose
an external table for the representation of one role, and an internal pointer for the other. In the
example of the binary tree in Section 2.2 a table was used to represent offspring, whereas a
pointer was used to represent parents.

3.1.2 Attributes: Adding attributes to an association (also known as UML association classes)
does not necessarily affect efficiency. In the left side of the Figure below, which depicts a one-
to-many association between X and Y, attributes are stored in a separate link-object. To access
the Y object from X, this introduces one more pointer to follow, as navigation goes through the
link-object. However, if the association is one-to-one or one-to-many the attributes of the asso-
ciation can be kept as an attribute in the object that only associates to one other object.

This is shown in the right part of the above Figure, and will be called marsupial attribute repre-
sentation (named after a somewhat similar concept in [7]). Using the marsupial attribute repre-
sentation, navigation is not affected by attributes. However, access to the attributes becomes
asymmetric, as it becomes necessary to obtain the X object to get to the attribute values from Y.
This asymmetry can be hidden in access methods. The left and right sides of the Figure provide
the same efficiency for Y, while the right hand representation is most efficient for X.

X

Y2

Y1

x

x = hash(X);
y1 = hash(Y1)
y2= hash(Y2)

Y1

X

Y2

y1

y2
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With many-to-many associations, the marsupial approach cannot be used. When an object is
associated to many others, pointers to these must be kept in a collection - both in the internal
representation and in the external representation. The left-hand side of the following Figure rep-
resents the direct implementation of attributes in a many-to-many situation.

A link-object is created for each pair of associated X and Y object. As before, this solution af-
fects navigation efficiency. The right hand side of the Figure represents a different approach;
instead of storing only the reference to the link-object in the collection, we can store references
to both the associated object and an object keeping the attributes. Navigation efficiency is not
affected using this approach.

The important point is, however, that introducing attributes is equally hard for both the inter-
nal and external representations. Again, the internal representation is more efficient as it does
not require lookup.

It should be noted that the only efficiency difference between internal and external repre-
sentation is that the external representation requires lookup, whereas the internal representation
does not. With the overhead of cardinality (introduction of collections) and attributes, the rela-
tive cost of lookup is reduced.

3.1.3 Navigation: Uni-directional navigation further stresses the efficiency of internal repre-
sentation, since a uni-directional navigation makes it possible to realise an X-to-one association
as a simple pointer, without the overhead of consistency maintenance. The overhead of a
lookup is proportionally larger than in the case where consistency has to be maintained as well.

3.1.4 Density and Duration: There are also problems with the internal representation. If the
association has low density, i.e. few objects are associated, the internal representation becomes
space expensive, because a reference (or a table) will be allocated for each object although only
some objects use it. However, it is easy to design an external representation, which will use
memory in proportion to the number of, associated objects rather than the internal representa-
tion, this will use memory in proportion to the number of objects.

A similar problem arises if the associations have a short duration compared to the life span of
its associated objects. The internal representation requires that the association representation is
present at all times. With a small ratio between the duration of an association and the life span
of an object, this leads to a waste of space for the internal representations. The external repre-
sentations can be designed to adjust memory needs in proportion to the number of associated
objects at any point in time.

A rough estimate is that an external representation uses at least twice as much memory for
each associated object than the internal representation (as it stores both the key and value of a
mapping). Thus, an external representation should only be chosen when less than half the ob-
jects are associated, or when they are only associated in less than half of their life span. Neither
density nor duration aspects can be inferred from the cardinality or from other aspects usually
present in a UML specification of an association. Since these are the crucial deciding factors for
choosing an external representation, the choice of representation should be part of the specifi-
cation of the association. Nevertheless, we feel it is necessary with a default representation to
make the specification closer to the UML specification. In the Smalltalk compiler, we have

;
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(somewhat arbitrarily) chosen to make the internal representation the default because it pro-
vides better time efficiency.

An association can be dense in one direction and sparse in the other direction. An example of
this is an owner association between private jets and persons. All private jets have an owner,
but few persons own a jet. The choice of representation should therefore be done at the role
level, not at the level of an entire association. The Smalltalk compiler supports role level speci-
fication.

3.2. Choosing access style

Binary associations can be used in two ways at the linguistic level. One is to use the association
name explicitly as in :RUNVBIRU�JHWBHPSOR\HH�-RKQ� which will return the employer of John. The
other alternative is to use role names as access-methods, as in -RKQ�JHWBHPSOR\HU, which will also
return the employer of John. If a person can have multiple employers, both access methods
should return a set of employers (most object-oriented programming languages have good sup-
port for collections, and there is therefore no reason to replicate collection-functionality in the
association compiler).

The most important fact of access style is that it is not dependent on representation. The
choice of access style is therefore largely a matter of taste, and we feel that the role based ac-
cess blends better with object-orientation. However, there is one exception, as the role based
access style does not allow for generic access as discussed in the end of binary tree example.
Generic access is necessary to treat associations as first class objects.

3.3. Summary

The following observations summarise the main points from the previous two sections, and rep-
resent the conclusion regarding choice of representation and access style.
• Both kinds of representation are always possible. External representation is never the most

time efficient choice, but is sometimes better than, or as good as, an internal representation
with respect to memory consumption.

• Adding attributes to an association makes the implementation more complex, but does not
shift the choice of representation in favour of either representation style.

• The two access styles are simple translations of each other, and the choice is largely a matter
of taste. The exception is that association access style can only be used with association vari-
ables.

The choice of access style becomes
embedded into the source code;
choice of representation does not.
Since it is always possible to use the
association access style, it seems to
be the better choice. However, if the
limitations of role based access are
acceptable (not being able to use
generic access) the role based access
style seem to blend better with ob-
ject-oriented programming.

The dimensions and issues re-
garding the two choices, representa-
tion and access, are summarised in
the table to the right.

UHSUHVHQWDWLRQ DFFHVVJ *RRG� VROXWLRQ
K +DUG�VROXWLRQ
L %DG�VROXWLRQ H[WHUQDO LQWHUQDO DVVRFLD�

WLRQ UROH

<HV K K K KDWWULE�
XWHV 1R J J J J

��� J J J J

��0 K K J J
FDUGL�
QDOLW\

0�0 K K J J

RQH�ZD\ J J J JQDYL�
JDWLRQ WZR�ZD\ K K K J

/RZ J L J L
GHQVLW\

+LJK L J J J

6KRUW J L J LGXUD�
WLRQ /RQJ L J J J



3.4. Implementation in Smalltalk

The association compiler has been implemented for the Smalltalk programming language.
This language was chosen because it has an easy to use meta-programming model, making it
possible to experiment without changing the compiler of an existing language. However, we
believe that the experiences from our experiments in Section 2 are independent of the actual
implementation language, and the implementation discussions from the previous sections are
language independent.

The main idea in the Smalltalk implementation is to make a class $VVRF�(Association is a prede-
fined class name in Smalltalk), which can be sent a message that defines a new association:

$VVRF�QDPHG���:RUNV)RU
UHODWLQJ�����RQH�HPSOR\HH�3HUVRQ�
DQG�����PDQ\�HPSOR\HU�'HSDUWPHQW�
FDWHJRU\��µ&RPSDQ\�RUJDQLVDWLRQ¶

This expression creates a new association type, :RUNV)RU, which associates 3HUVRQ and
'HSDUWPHQW objects. The role names HPSOR\HH and HPSOR\HU are used to provide access methods for
both the :RUNV)RU association and the 3HUVRQ and 'HSDUWPHQW class. As an example, four methods
are created to associate a person object and a department object:

MRKQ�VHW(PSOR\HU��VDOHV'HSDUWPHQW
VDOHV'HSDUWPHQW�DGG(PSOR\HH��MRKQ
:RUNV)RU�VHW(PSOR\HU��VDOHV'HSDUWPHQW�IRU��MRKQ
:RUNV)RU�DGG(PSOR\HH��MRKQ�WR��VDOHV'HSDUWPHQW

It is obviously not necessary to have four methods to do the same task. We chose to imple-
ment all four to gain experience with the different ways of manipulating associations. Notice
that some methods have the prefix “set”, while others have the prefix “add”. We found it un-
natural to “add” an association to a role that has maximal cardinality of one; hence, we named it
set. Since the employee role has a maximal cardinality of one, all methods will remove any ex-
isting association between john and another department before associating him to the sales de-
partment. For a cardinality of “many”, no such removal is necessary; e.g., no one is fired when
John is associated to the sales department.

In order to provide access methods that use the role names, we make :RUNV)RU a class. Small-
talk makes it easy to insert methods into a class, a technique we use to insert access methods
into both the 3HUVRQ, 'HSDUWPHQW and the :RUNV)RU classes. The current implementation does not
support attributed associations, though an earlier version did.

In addition to support for the external and embedded representations, the association com-
piler also supports a programmer-defined role. The programmer must implement simple access
methods to add and remove a one-way association, the association compiler then utilises these
methods to ensure consistency in connection with bi-directional associations.

4. Related work
March and Rho [11] describe an object-relational system, which adds E-R semantics to ob-

ject-oriented modelling. Their system is very similar to the Smalltalk system we have described
in this paper and in [19]. It is a direct implementation of Rumbaugh’s model [14][15][16], with
some extensions for querying and navigation. One difference is that we implement associations
as classes whereas they realise them as objects. We optimise the implementation according to
cardinality and representation type. On the other hand, they have gone further by supporting
queries for associations as well as for classes, which is natural in a system which supports E-R
semantics.



The notion of associations have had a strong influence on the analysis and design notations,
but has not had any impact in programming languages. This leaves us with a serious question of
why that is the case. Three possible answers present themselves.

1. Supporting associations is a bad idea.
2. There is a gap in the design of object-oriented programming languages.
3. The notion of associations is not well matched to object-oriented modelling.

Our standpoint has been that 2 is the case. [17] argues that 3 is the case. They present three ar-
guments to support the claim.

1. Associations break down class encapsulation because associations are external to the
objects, but nevertheless states something about the objects.

2. Associations break down abstraction because associations become a kind of entity with-
out real world counterpart. Their argument is that associations introduce a semantic gap
between the real world and the created models.

3. Associations break extensibility because an inheritance mechanism will be needed for
associations, and association inheritance will most likely differ from that of classes.

We find that all three claims can be refuted. The first two arguments are really a fundamental
issue on the nature of objects. They take for granted that the fundamental abstraction is objects
and only objects. In the Scandinavian school of object-oriented programming (e.g., Chapter 18
of [12] or [10]), there is a deeper foundation, which is that the fundamental issue is modelling
the real world using natural abstractions. If associations turn out to be natural to use, modelling
should support this, and so should programming to avoid a semantic gap between model and
program. We are convinced that associations are a natural abstraction, and [8] gives further evi-
dence of this.

Their last argument is correct, but under other circumstances, such an argument will be put
on the agenda for further investigation, as indeed it is done in Rumbaugh’s original paper [14].
In [20] we introduce the notion of covariant specialised associations - associations where the
type of the associated objects are specialised simultaneously to further characterise what is as-
sociated. This is a special case of association specialisation, but it has proven to be useful.

5. Future work
The ODMG object model [1] includes a notation for specifying relationships between ob-

jects. A interesting aspect here is that their approach uses a decentralised specification of an
association, where the two roles and their inverse are specified as part of the participating
classes. In [5] it is argued that this role oriented specification provides a more object-oriented
way of specifying an association. This is in accordance with our own experiences; i.e. the role
based access blends better with the object-oriented paradigm [19]. However, it is important to
notice that the techniques for efficient implementation described in this paper does not depend
on the specification style. Just as the choice of access style is primarily syntactic, so is the style
of specification. ODMG also specifies a language specific mapping.

The association compiler provides techniques to efficiently implement the access methods
"formX" and "dropX" discussed on page 209 in [1].

The paper [8] describes complex associations. It presents a model of associations that allow
multiple abstraction levels of associations, and it presents how to handle associations between
objects with a rich internal structure. The paper addresses these issues at the modelling level,
and does not address implementation of such associations. However, we believe that the im-
plementation framework presented in this paper will serve as a good foundation for imple-
menting such a rich model. In [9] we discuss the notion of roles for object-oriented program-
ming in detail. We believe that both complex association and roles can be combined into a sin-
gle linguistic framework, but that remains to be verified.



The present implementation framework chooses the same representation for all objects asso-
ciated through the same association role. Choosing the representation at runtime on a per object
basis will remove the present trade of between time and space.

6. Experiences
The two experiments and our experiences with using association in a larger administrative

system [20] have verified some of the claims from the introduction, and pointed to some unex-
pected aspects of using associations.

We believed that the role names would be the primary accessing method for binary associa-
tions, as they seemed to blend well into the object-oriented paradigm as methods. This assump-
tion has been true in almost all cases. However, there is one exception, as discussed in section
2.2. When an association is stored in a variable it is not possible to know the exact association
contained in the variable. Hence, the role names of the association cannot be known, this neces-
sitates access methods that are independent of role name.

It was also assumed that the higher level of associations would make the code robust towards
changes in the implementation techniques. This has proved to be true in all cases. The associa-
tion compiler makes it completely transparent if an internal or external representation is chosen.
However, it is not transparent to change the cardinality of an association. If the upper cardinal-
ity for a role changes from one-to-many, the corresponding access method will return a set of
associated objects rather than a single object; such a change is not transparent. One could con-
sider having a method that returns a selected object from the set. The implementation described
by [11] has two access methods, one that returns a single object, and one that returns a set. The
two methods are available independent of the cardinalities. We felt that a change from one to
many (or vice versa) does warrant changes to the code, but more experiments are needed to set-
tle this pragmatic issue.

The experience with the binary search tree, where association variables where used, indicates
that the association-based access is more powerful than role-based access. There are situations
in which the internal representation is too memory expensive  (low density or short duration).
These arguments suggest that one could do with only association based access and external rep-
resentation. However, we are afraid that the losses in time efficiency when using an external
representation might be a problem that will prevent associations to be used. Moreover, our ex-
perience has been that the role based access blends better with object-oriented programming.

The goal of our association compiler is to produce code that matches the quality of manually
constructed implementations; we believe we do better. A manually constructed implementation
must be efficient (concerning both time and space), and it must be maintainable. It is our claim,
that our compiler produces efficient code. However, we believe that it produces code that is
more efficient than what would normally be produced by a programmer. The compiler need not
make the code maintainable, since it will just regenerate when a change occurs in the specifica-
tion of the association. Hence, the generated implementation goes through fewer levels of ab-
straction than would normally be introduced to ensure maintainability.

Finally, we have experienced that it can be difficult to name associations, but it has never
been a problem to name roles. This can be taken, as further indication that a role-based specifi-
cation (as in ODMG) is fundamentally better suited to object-oriented modelling than explicit
associations.
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