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Abstract

Today, most software projects utilize an automated build process with
unit tests, code quality checks, end-to-end integration tests, and more.
To make software usable by as many people as possible, regardless
of capabilities, accessibility testing must be integrated into the build
process. The goal is highly accessible software where issues are found
early in the development lifecycle. In this work, we have investigated
the most common accessibility testing tools suitable for integration in
an automated build process and split the tools into two categories based
on their rulesets. The rulesets are evaluated against a well known
demonstration site for calculation of the rulesets’ precision, recall, and
F} scores. Finally, we discuss the implications of their scores and how
accessibility testing tools can be integrated into an automated build
process.
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1 INTRODUCTION

The aim of accessibility testing is to evaluate whether the final solution will be
accessible for a wide range of people, including people with various types of
impairments, such as limitations in vision, hearing, cognition, movement and speech.
Accessibility testing is an important part of the process to achieve universally
designed solutions (1).

Software development is a complex process where many people are involved.
During the last 20 years, the profession has improved the quality and complexity to
a level where it is not easy for a single person to have complete overview over
all functionality. To distribute the burden of fixing bugs and avoid regression,
the industry have introduced techniques that were uncommon 20 years ago; unit
testing, faster and smaller iterations, automated building of source code, automated
execution of integration tests, and so on. However, accessibility testing is still
mostly performed by humans at the end of software cycles (2). Even though late
accessibility testing is costly (3), projects seem to ignore this fact in the heat of the
moment. Research also suggest that developers need easy methods of implementing
accessibility in order to increase the overall accessibility of digital solutions (4; 5).
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To reduce the costs of accessibility testing, it seems wise to follow an automated
approach which is well integrated in the software development process. Furthermore,
it has been argued that automated accessibility testing avoids repetitive and manual
testing, which allows teams to focus on delivering flawless and highly usable software
(6).

In this paper, we try to answer the research question in how far automatic
accessibility checkers can in fact add value to today’s continuous-deployment
projects. Doing so, we focus on testing tools for web development, since this is
the primary medium for most software projects today. The main contributions of
our work are the overview and assessment of available automatic tools, and the
analysis of the underlying rulesets.

The remainder of the paper is organized as follows: After the discussion of
related work in Section 2, we give an overview over the most common automated
accessibility testing tools in Section 3. Our methodology is presented in Section 4.
We present results from the evaluation of tools in Section 5, before different strategies
for integration in build processes are discussed in Section 6. Finally, we summarize
and highlight future research directions in Section 7.

2 RELATED WORK

Multiple studies have evaluated automated accessibility tools (7; 8;9). The tools find
different accessibility issues, but there is no single tool to find all the issues (7; 9).
Even when results from the tools are combined, almost 1/3 of the issues are not
found (10). Often, these tools must be invoked manually. Some of them are prone
to poor usability and lack the adequate functionality for web developers (11; 9).
Therefore, web pages should be tested for accessibility in at least three different ways:
automated testing for code compliance and compatibility with assistive technology,
manual testing by experts, and user testing involving persons with disabilities (12).

It is very cost-efficient to automatically uncover (and fix) accessibility problems
as carly as possible in the development process (3). In that way, testing that involves
humans can concentrate on issues that cannot be checked automatically. Therefore,
although the use of automated accessibility tools has limitations, using such tools
can be an important step towards achieving more accessible solutions. Also, in order
to ensure and maintain the achieved accessibility level, one is dependent on routine
testing and the use of automated evaluation tools (13; 14).

Most studies focus on automated tools that must be operated by a user, either
in the browser or using a native application. Some researchers discuss various
accessibility testing tools to be integrated into a build process (15; 16), but the
tools are not compared with each other, and only with other accessibility evaluation
methods.

3 ACCESSIBILITY TESTING TOOLS

There is no global overview over all the possible tools for accessibility testing, and in
particular not for tools that can be integrated in a build process. The most complete
overview over available testing tools for web is W3C’s Web Accessibility FEvaluation
Tools List (17). However, the list is slightly outdated and also missing popular
alternatives, such as Automated Accessibility Testing Tool (AATT) from Paypal
(18). Therefore, we conducted an extensive online search and seeks on software



project sites like Github and Bitbucket to identify accessibility testing tools possible
to integrate in a build process.

According to the W3C, most existing tools cannot be run from the command line
(17), and very few provide an API that enables their integration into a build process.
Only tools and libraries that were possible to integrate fully into an automatic build
process for web development were considered, and thus many popular accessibility
checkers (like Sitelmprove) were disregarded in our study.

We identified 11 tools that can be integrated in a build process for web
development, along with the ruleset the tools is based on, enlisted in Table 1. A
ruleset is the collection of a limited number of tests to carry out.

Table 1: Overview of automatic testing tools. A grey background marks active

development

#  Tool Ruleset Active  Envir.
1 aXe aXe-core yes Node
2 pally HTML-CS yes Node
3  GADT self-defined no Node
4  AATT aXe-core, HTML-CS yes Node
5  accessibilityjs accessibility.js no Node
6  The Ally Machine HTML-CS no Node
7 Access Continuum  self-defined yes Java
8  Asqatasun-Runner self-defined yes Java
10  Webhint aXe-core yes Node
11 Google Lighthouse aXe-core yes Node

Some tools (like tenon.io and WAVE’s stand-alone API) are possible to integrate
in a build process, but they cost money. They are accessible as a web service which
hurts performance by introducing a network roundtrip for every test. This can be
significant even for a small project if the code is built and tested often. Service tools
were therefore not include in the evaluation.

To compare the different tools, we identified 32 criteria we deemed relevant from
a development and integration perspective. We used already established criteria
(19; 9; 20) before trimming the list down to 23 criteria that was essential for
evaluating all the different tools.

We also removed redundant criteria because they were already covered by the
ruleset. Criteria that covered setup complexity and very technical elements like
DOM coverage were ignored. We will not discuss the 23 criteria here, but focus on
a smaller subset that were important when selecting the correct tool.

Three criteria proved to be more significant when choosing tools for further
investigation: ruleset, active development and environment. It is critical with an
active development to make sure that bugs are fixed, new rules are added, and that
the documentation is maintained. It is also important that a Node (JavaScript)
environment is supported, since this is the standard environment for modern web
development and build processes (21; 22).

If we eliminate all tools that do not have an active development or Node as
environment, we can reduce the list to five tools, number 1, 2, 4, 10 and 11, marked
with a grey background in Table 1. However, we can further trim the list down to
the different rulesets deployed, since there are only two major rulesets: aXe-core

(23) and HTML-CodeSniffer (HTML-CS) (24). They are designed to test not only



the accessibility of entire websites and pages, but also markup snippets and other
HTML-based interfaces. Both are available on Github. This choice boils our 11
automatic tools down to essentially two types; those that use the aXe-core or the
HTML-CS ruleset. This finding is confirmed by an extensive search which returned
one or both of these tools in almost all search results.

Until more popular rulesets emerge, it is probably a wise choice to select a testing
tool that is based on either aXe-core or HI'ML-CS. We have also seen that existing
tools that are not based on one of these rulesets (but rather use their own) are
starting to adopt them. E.g., Google turned down development of their GADT
tools based on a self-defined ruleset and created the Lighthouse tool instead which
is based on aXe-core.

Even though we focus on the rulesets used by the tools in this paper, there are
of course many differences between the actual tools. Which specific tools that is the
best fit for a project depends on many factors, and we suggest to use the Appendix A
as a guidelines for deciding on a particular tool. However, as we will discuss in the
next sections, it’s important to select the best ruleset first.

4 METHODOLOGY

To evaluate the rulesets, they were tested against a site with defined accessibility
problems. We used the W3C before and after demonstration site (25). This site
has four pages in an inaccessible and an accessible version, with errors defined by
persons within the Web Accessibility Initiative (26). This makes it possible to check
how many issues a ruleset is able to discover in the inaccessible version, and how
many false positives a ruleset reports in the accessible version.

We also checked which WCAG 2.1 guidelines (27) the rulesets claim to detect
and which WCAG Level (A/AA/AAA) they apply to, and the results are shown in
Table 2. We used the latest version of both rulesets (versions as listed in the table),
and we used the aXe tool (28) when checking the aXe-core ruleset and the pally
tool (29) when testing the HTML-CS ruleset. Both rulesets have multiple rules for
a single WCAG guideline, and they appear to be quite similar in terms of number
of rules; aXe-core has 56 rules in total while HI'ML-CS has 61 rules in total.

Both rulesets distinguish between WCAG levels. Furthermore, HTML-CS
operates with levels of found issues; issues classified as errors are detectable by
the tool alone, issues that are classified as notices and warnings requires manual
inspection. Only rules that classify as errors were considered in this study.

The aXe-core ruleset does not contain any rules that requires manual inspection,
but rules that are classified as “best practice” were excluded since they are not a
part of the WCAG specification.

5 RESULTS

Table 2 gives an overview of the rulesets and their WCAG 2.1 coverage. A success
criteria was defined as ”covered” if one or more rules was present in the ruleset.
This does not mean that a tool checks for every possible violation of the criteria,
but that the tool has checks for at least one violation of the criteria.

In WCAG 2.1 (27), there are 30 guidelines for level A, 20 guidelines for level AA,
and 28 guidelines for level AAA; a total of 78. Thus, the best ruleset covers only
31% (32% in WCAG 2.0) of the WCAG criteria, as indicated in Table 2. On the



Table 2: Overview of ruleset and their WCAG 2.1 coverage
Tool Level A Level AA Level AAA Total
aXe-core (3.2.2) 16 (53%)  6(30%) 2(7%) 31%
HTML-CS (2.2.0) 10(33%) 2(10%)  4(14%)  21%

positive side, the best ruleset covers 53% of the level A criteria, but this illustrates
that even the best ruleset / automatic tool has a lot of potential for improvement.
This is as expected and also reported by other studies (7).

In our evaluation we focused on three key parameters: True Positives (TP),
False Positives (FP), and False Negatives (FN). TP is where a ruleset flags an issue,
which really is an issue, in the inaccessible version. FP is where a ruleset reports a
WCAG error that is not defined as an issue in the accessible version. FN is when a
ruleset does not find a defined issue in the inaccessible version. We also conducted
an expert evaluation if a ruleset reports a FP, since it potentially could be an error
in the accessible version.

Based on these parameters, we can calculate a tool’s precision (or correctness),
and recall (or completeness) according to Eq. 1 and Eq. 2. Both these metrics are
important to analyze since precision tells us how many of the reported issues are
actually correct, and recall quantifies the degree of correctly identified issues (30).
The range for both precision and recall is from 0 to 1, where 0 is the worst result and
1 is the best result. The number can be multiplied with 100 to give a percentage.

TP
Precision = ———— 1
recision = s (1)
TP
- - 2
fecall = 5PN )

The results from the aXe-core ruleset are found in Table 3. Here, the ruleset is
evaluated against the inaccessible version where the W3C has deliberately planted
110 issues that violate WCAG guidelines. The true number of errors is higher, as
many guidelines are violated by multiple errors. We have counted the violations of
WCAG guidelines and not the total number of errors.

As Table 3 shows, the aXe-core ruleset does not find many of the planted WCAG
violations, with a high number of FN and a low recall for all pages. However, aXe-
core does not report any FP and achieves a perfect precision once it detects a
violation.

Table 3: Ruleset results for aXe-core from the inaccessible version
Page TP FP FN Precision Recall

Home 8 0 19 1.0 0.30
News 7 0 20 1.0 0.26
Ticket 8 0 20 1.0 0.29
Survey 7 0 21 1.0 0.25

For the HTML-CS ruleset, the results from the inaccessible version are found in
Table 4. The same pattern is found here, with a low recall and perfect precision.
However, the HTML-CS ruleset has a worse recall than aXe-core.



Table 4: Ruleset results for HTML-CS from the inaccessible version
Page TP FP FN Precision Recall

Home 5 0 22 1.0 0.19
News 5 0 22 1.0 0.19
Ticket 5 0 23 1.0 0.18
Survey b 0 23 1.0 0.18

The aXe-core ruleset finds almost all WCAG guideline violations that HTML-CS
finds, but HTML-CS does not find the following WCAG violations: 2.4.1 (Bypass
Blocks), which is level A, 2.4.4 (Link Purpose), which is level A, and 3.3.2 (Labels
or Instructions), which is level A. Since all are level A, it is a little surprising
that the HTML-CS ruleset does not find them, considering that they should be
programmatically easy to detect.

Both rulesets finds these WCAG guideline violations: 1.1.1 (Non-text Content),
which is level A, 1.3.1 (Info and Relationships), which is level A, 1.4.3 Contrast
(Minimum), which is level AA, 3.1.1 (Language of Page), which is level A, and
4.1.2 (Name, Role, Value), which is level A. It is not very surprising, though, that
both rulesets find violations for the mentioned WCAG guidelines as these have well
defined rules.

The results from the accessible version are shown in Table 5. According to the

W3C demo site (25), there should not be a single guideline violation, and we have
only listed FP in the table. Only the HTML-CS ruleset reports a WCAG violation.

Table 5: Number of reported FP in the accessible version
Page aXe-Core FP HTML-CS FP

Home 0 0
News 0 0
Ticket 0 1
Survey 0 1

It should be mentioned that the false positive reported by HTML-CS is a difficult
case. It is claimed to be a violation of WCAG guideline 1.3.1, and HTML-CS
reported the violation with the description Incorrect headers attribute on this td
element. This is, however, incorrect as the td element uses the correct header
references (31), even though one of the labels is not strictly above the column.
This illustrates how difficult it is to interpret the guidelines.

Based on the total number (sums) of TP, FP, and FN, we can calculate the total
precision and recall as shown in Table 6. We also calculate the Fjscore according to
Equation 3. This metric is a harmonic average of both precision and recall (30) and
makes it easier to compare the rulesets against each other. The F)score reaches its
best value at 1 (perfect precision and recall) and worst at 0.

precision X recall
Fiscore = 2 x — (3)
precision + recall

As Table 6 show aXe-core has a decent Fjscore with 0.43, while HTML-CS is
slightly worse with 0.30. Even though aXe-core has a significant higher [I)score
than HTML-CS, both rulesets achieves reasonable results considering they can only
check for programmatic violations.



Table 6: Total results from all pages and both versions
Ruleset TP FP FN Precision Recall F1 score
aXe-core 30 0 80  1.00 0.272  0.429
HTML-CS 20 2 90  0.909 0.181  0.303

The aXe-core tool both finds more violations (TP) and is more reliable (no FP)
as compared to HTTML-CS. So, given the version 3.2.2 of aXe-core and version 2.2.0
of HTML-CS, aXe-core is clearly the better option. However, as both tools are
under active development, our tests should be repeated from time to time to mirror
the improvements of the development team’s latest patches.

6 DISCUSSION

In our evaluation, both rulesets achieved low recall scores (0.43 and 0.30), which is
not unexpected since automated accessibility checkers are far from enough to find
all accessibility issues on a webpage. They struggle in particular to find violations
of WCAG guidelines that requires deduction about context and layout (32).

However, the high precision scores (1.00 and 0.91) show that the rulesets can be
trusted in what they report. This is reassuring and indicates that they are safe to
integrate in an automated build process. A high number of FPs causes unnecessary
noise during the build process where humans manually have to inspect if reported
violations are actual errors or not.

Unless a test breaks, code is not compilable, or something unexpected happens,
most software teams want the build process to operate in the background. This
strategy is actually imperative in continuous deployment where several hundred or
even thousands of builds happens every day (33; 34).

It is not obvious what the best integration approach for accessibility testing tools
is. For example, should an accessibility violation break the whole build similar to a
unit test failure? Or should only a violation of WCAG Level A guidelines interrupt
deployment? Should particular violations be tolerated in prototyping, and/or in
development, or even production?

We know from other studies that accessibility testing is often considered a burden
and therefore not prioritized (35). This means that a possible consequence of a noisy
accessibility testing tool is that teams might decide not to integrate accessibility
tools altogether. However, it is not advisable to go down that road, as not having
accessibility testing as part of an automated build process is considered to be an
anti-pattern (36), and accessibility testing should therefore be fully integrated in an
automated build process for cost effectiveness.

An argument against this, however, is that automated accessibility testing does
not find all accessibility issues. While this is true to some extent, it is not a
good reason not to take control of the issues that they do find. A high degree
of automation will also likely ease the burden of manual accessibility testing by
removing accessibility issues that are easy to find programmatically.

Another argument against integrating accessibility testing tools in the build
process is that it takes time to fix the accessibility violations. This concern is
debunked by the benefits of providing accessible software (37; 38), and because
more and more countries are introducing accessibility laws (39; 40).

To change the current software testing approach and mindset, accessibility



testing tools thus need to be integrated fully into modern build processes. The
above arguments also advocate for following the approach that, if an accessibility
violation is found, this event should break the build in the same manner as unit
tests. It will cause a little overhead in the beginning for teams that are not used
to work with accessibility, but once the team members understand why the build
is failing, they are anticipated to start focusing on how to avoid introducing those
bugs.

Having accessibility testing tools as part of the build process will then also
provide a fail-safe for web development teams. A common misconception is that
once a webpage has been made accessible, the work required to keep it accessible
is done. This is grossly incorrect since a webpage is in continuous development as
teams change, features are altered or removed, new features are added, and since the
software is constantly evolving. This means that a webpage that once was accessible
can suddenly become inaccessible if no attention is paid to accessibility.

7 CONCLUSION

Based on an overview of the most common automatic accessibility tools for software
build integration, we discovered that the most significant factor was the ruleset.
There were two primary rulesets among all the active tools: aXe-core (23) and
HTML-CS (24). Our investigation revealed moderate differences in quality, and
aXe-core outperformed HT'ML-CS particularly in terms of Fjscore. However, both
tools still have considerable potential for improvement when it comes to WCAG
coverage and recall. This could be remedied by adding more tests to the rulesets,
by converting tests from manual to automatical execution, and by improving the
quality of existing tests.

We argue that the result presented here is independent of tools we might have
missed, as such tools are likely to be based on either aXe-core or HTML-CS, and
we have based our study on those rulesets and not the actual testing tool. It is,
however, nevertheless important to ensure that the selected testing tool uses the
latest version of the rulesets to mirror the latest code improvements.

Underlying rulesets and automatic tools are critical enablers for having
accessibility testing fully integrated in an automated build process. They are also
a prerequisite if teams want accessibility violations to interrupt the deploy process.
Their successful integration is thus a promising strategy to achieve a continuous
focus on accessibility in software development.

We conclude that some automatic accessibility checkers in fact have the potential
to add value to today’s continuous-deployment projects if integrated properly.
Added value also implies, though, that the right strategy for handling accessibility
errors is chosen. The tools’ two underlying rulesets have different quality, and our
analysis shows that the use of aXe-core is currently preferable over HTML-CS.

Two final comments. First, we have focused in this work on accessibility testing
tools for web development because the area has various tools available to check
accessibility issues, and because web is the dominating medium in the industry.
Our method can, however, be extended to typical desktop and native software
development, assuming the sufficient ruleset and tools are developed. Second, to our
knowledge, there is no resource other than W3C’s before and after demonstration
site that has a quality-assured and controlled accessible and inaccessible version of
a set of webpages. We urge the accessibility community to create a new and modern



webpage resource that can benefit the benchmarking of accessibility testing tools
in the future. Such a resource should use typical scenarios like shopping, finding
content and other complex interactions which are commonly used. In addition, an
upgrade to WCAG 2.1 is needed, since the W3C’s before and after demonstration
site only covers WCAG 2.0.
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A RULESET CRITERIA

Table A contains all the 22 criteria that were used in evaluating the different
accessibility testing tools. The most significant criteria are marked with a grey
background.



Table 7: Overview of criteria

#  Chriteria Description
1 Automatic testing Is it possible to run tests automatically from a script?
2 Build integration Can be integrated in the development/build process
3 Local tests Can be installed and run locally without external API calls
4  Mature Is the tool considered stable or in beta?
5  License License type and name
6  Active development Is the tool under active development?
7 Community activity Is the community active?
3 Documentation qual- Is documentation available? What is the quality of the
ity documentation?
90 Flexible integration Can the tool be integrated with more than one framework or
technology?
10 Requirements Which frameworks and technologies are required?
11 Ruleset Which rulset(s) are used?
12 Run configuration Is it possible to include/exclude rules?
13 Output severity op- Is it possible to include/exclude results with varying degree
tions of severity?
Output formating op- . . . .
14 tons Is it possible to specify different output formats?
15 Login capabilties Is it possible to test pages that require login?
16 Complicated setup How much work is required to setup the tool?
17 Performance How long does i’.c take to perform a test on a webpage with
average complexity?
18 El;ﬂ)e(;rts testing - of Is it possible ot perform test of frames and it’s content?
19 Disrupts process Will an error in the test stop the process it is run within?
20 Expandable rule set Is it possible to code and add new rules?
21  CSS coverage Does the tool test for possible errors in css files?
. . Does the tool provide indication of where issues are located
22 Code inspection .
in the source code?
23  Environment What environment is supported?
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