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1 Introduction

This document describes theperimental netark infrastructure under gelopment at Norwgian Com-
puting Center (NR), Department of Informatics atuénsity of Oslo (Ifi/UiO), Center fordchnology at
Kjeller (UniK) and Department of Informatics at Warsity of TTomsg (Ifi/UiT) for the ENNCE project.
The Norwgian academic netwk for research and education, UNINEprovide connections between
the diferent institutions.

The infrastructure intends tofef a high capacity netwking ervironment for doing research on distrib-
uted multimedia applications by partners in the ENNCE project according to the ENNCE project plan [1].
The ewvironment is nw established, dt not yet finished at all institutions. This document focuses on the
most complete part, the intermediate infrastructure in the Informatikchriy at Blindern. Some of the
content is direct citations from the document “Experimental IPv6 di&twn Norway” [3], and is
repeated here as nategy part of the infrastructureas in place at the time of that writing.

The rest of this introduction \ggs an werview of the netwrk sites, and presents the relationship and
cooperation between the ENNCE project and other projects indyooacupied with similar netwk
infrastructure establishment.

Section 2 contains a more thorough technical description ofxiperimental infrastructure, including
network components, netwk topology IPv4/IPv6 address structure and support for Quality of Service
(QoS) in the netark.

Section 3 discusses theperiences gined rgarding QoS when utilizing the infrastructure in aipei-
ment irvolving resource reseation and RSVP

Finally, there is a short section presenting ideas for futoré& wn the infrastructure.
1.1 Network sites

The netveork infrastructure described in this document comprises the institutions at NR, Ifi/UiO and
UniK. Main focus is on the part of the infrastructure located in the Informatitiriy at Blindern, host

to both NR and Ifi/UiO. The corresponding part at UniK is not yet fully operational, and therefore not as
thoroughly described.

Ifi/UIT are part of the ENNCE W2 projectubnot yet healy involved in the establishment of the infra-
structure presented here.

The separate infrastructure used by other partners in the ENNCE project e.ggiblorDefense
Research Establishment (FFI) is note®d in this document.

The technical solution is based on disitéd IPv4/IPv6 labs with PM links between the institutions
(wide area interconnection) and 100BaseTX Ethernet anelads LAN for local neterk access. The
QoS support is praded through configurableTM links, and resource resaton using RSVP at IP
level.



1.2 Project cooperation

Building a wide area netwk infrastructure is)@ensve, and can not solely be accomplished within the
frameavork of ENNCE. Cooperation between projects is therefore necessary in order to maximize funding
resources. The ENNCE project shares similar requirements and has close relationship wittwiing follo
projects:

* IMiS Kernel [13]; Infrastructure for Multimedia applications in Seamlessar&srat NR, whose
focus is on achigng seamlessness on both ysgplication, equipment and netk level

« MMCL [12]; MultiMedia Communication Laboratory at Ifi/UiO, whose focus is on distetd multi-
media, mobility and Internet research

* UNINETT Forskningsnett [14] andeBtnett [15]; nationalperimental infrastructure for academic
and research institutions, which focuses orwipling high capacity inteconnections for doing
advanced multimedia and netwk research

The ENNCE project shares the samggtal infrastructure as IMiSé&nel at NR, and as MMCL at Ifi/
UiO. Furthermore, it is part of the nationadperimental infrastructure from UNINETT as indicated in
Figure 1.

International connectivity

ATM WAN e e =g
Lo from UNINETT ©

IMiS network at NR

Figure 1 National experimental network infrastructure using ATM. NTNU is part of the infrastructure, but not an
ENNCE project partner (shaded region).

The ENNCE netwrk infrastructure is geerned by tw fundamental neterk design principles. The @n
ronment should prade:

* A high capacity network for demanding multimedia applications

» An infrastructure for testing purposes with the possibilities to introthstablities. Such instabilities
are not possible to introduce in a production oekwervironment

These principles are in common with ongoing internationatides such as the Internet 2 project [6] in
the USA.



2 Network Infrastructure

This section presents the ENNCE netkinfrastructure in greater detail, with focus on the part located
in the Informatics bilding at Blindern, host to NR and Ifi/UiO. The sites at UniK and Ifi/UiV¥eha sim-
ilar structure, bt are not described in this document, becaus# wn the infrastructure has just started.

An overview of the NR and Ifi/UiO part of the ENNCE neivk infrastructure is gen in Figure 2.
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Figure 2 Intended ENNCE network infrastructure (NR, Ifi/UiO) at IP level. Link networks are realised through ATM
technology (shaded region).

It should be noted that the infrastructure\abs thedesired, long term solution. The current topology is
slightly different due to endor hardwre and softare mismatch. In the remainder of the document, all
descriptions relate to the current topology only

The rest of this chapter isuitiled into four parts. First, the major netlk components are described,
including some important requirements for ind@eration. Then, the nebrk topology both locally in

the Informatics bilding, nationally between the other institutions, and internationally to otheoretw
infrastructures, are presented. Finatlye local IPv4 and IPv6 address plans are described, before the
existing QoS support is discussed.



2.1 Components

Descriptions and general requirements for the majororkteomponents - routeATM switch, name
sener, and hosts - are presented belo

IPv6 capable router

The chosen router must perform according to theviatig requirements:

 have the ability to run IPv6 and IPv4 sotive, according to the latest standard modifications, includ-
ing tunneling

* have the ability to host AM interfaces with trdfc shaping

* have the ability to host tavor more 100BaseTX ethernet intarés

* have the ability to host ISDN inteate cards

The Cisco [7] 7206 routerag selected because of its capability to usaramkd intedice cards from the
Cisco 7000 routeramily, at a laver entry cost than the other 7000 series routers. The router has six inter-
face slots. Wo slots are occupied by the adeed R-A2 ATM-card with trafic shaping. A third slot is
allocated to a &st Ethernet integice. This le@es three empty slots for intlilual needs, such as addi-
tional Ethernet ports or ISDN.

ATM switch

NR and Ifi/UiO hae jointly purchased a FORE 200WQ M switch which is used to interconnect the
ATM-capable routers and pride access to the UNINETTTM infrastructure. AM services can be
located in both the Cisco routers and in tHéAswitch. The AM switch is intended to realise the link
networks in Figure 2, thereby prling a QoS-controlable nebsk infrastructure.

Name server

The main Ifi/lUiO domain name senv(DNS) is upgraded to handle AAAA records [ hich is neces-
sary for serving IPv6 addresses. Ifi/UiO-local administeatools (Machine Data Base, MDB) are cur-
rently being g&tended to handle IPv6 addresses. It is assumed that each site also opemsienéme
sener. NR hare configured a similar machine.

Reverse IPv6 address lookup is also implemented on both nansgsserv

IPv6 hosts

Currently aailable platforms with IPv6 (and IPv4) conngiti:
» Solaris 2.5/Ultrasparc 1 with SUN@W6 package [8]

* Windows NT 4.0/x86 with Microsoft IPv6 support[9]

* FreeBSD 2.2.5/x86 with INRIA IPv6 softwe support[10]
e Linux 2.1.90/x86 with krnel IPv6 stack [11]

Specific configuration detailsgarding most of the netwk nodes are found inable 3 and dble 4 in
section 3.1

1. AAAA records are to be replaced by A6 records [22] in the near future.
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2.2 Topology

Figure 3 belwr presents the current intermediate r@topology Due to a mismatch betweeandor
hardware support in the IPv6 sofane and the AM interfaces in the routers, itas not possible to imple-
ment the intended design based on the lod&l Awitch from the bginning. Instead, an aduced tem-
porary router without the mismatchas added to the infrastructure in order to ahieational IPv6
connectity. The situation at UniK and Ifi/UiIT is similawith the current infrastructure being temporary
and the intended design not yet implemented.

kjeller -ipv6
uninett.ng

tromso-ipvé
uninett.ng

Syl  oslo-gws.

Informatics
building
, Ifi/lUiO ATM switch

mmc|1-gw. mmc I2-gw.
ifi.uio.no ifi.uio.no

11.146 - .11.158

Wireless

= LAN
.11.142 - basestation (NR)

11,130 -

-
0

Wireless
LAN

base stations (Ifi/UiO) I:LI |:L|

Mobile clients

Figure 3 Current intermediate network topology at IP level

Wide area connection within UNINETT is accomplished usimylAATM is chosen since this is the cur-
rent high speed wide area netw infrastructure ailable at the institutions, and since it has the ability to
dynamically set up channels with QoS requirements agdtia¢e QoS parameters during the lifetime of
a connection.

In the short term UNINETT will supply 2MbitsT™M SVC connectiity between the diérent sites, as
none of the institutions/projects\eayet &plicitly quantified their bandwidth needs. This ipected to
change as morexperiments on UNINETT @&rskningsnett and eBtnett are conducted, and fiaf
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demands of the multimedia applications arevikmo

International conneadtity to the experimental IPv6 international backbone 6bone [5] is aeli¢hrough
IPv6 over IPv4 tunnelling. Latethis will possibly be obtained with dedicate@M circuits to an interna-
tional 6bone router

Connectvity to Nordunet2, Internet2 and European rataproviders is intended. Access to the Internet
2 project will be possible through UNINET Provided that releant projects andx@eriments can be
established with co-operating research and academic institutions in the USA.

2.3 Address structure

IPv6 [20] is a ne version of the Internet Protocol witlkiganded addressing capabilities, and support for
address autoconfiguration. The protocol alswiples flav-based QoS labelling, and haslbin support
for IP mobility and securityA good introductory book on IPv6 isvgh in [4].

Introducing IPv6 as a meprotocol will be done graduallynainly by introducing upgrades andaneer-

sions of &isting operating systems with a dual IP stack, including both IPv4 and IPv6. The decision
whether to use the IPv4 protocol, or the IPv6 protocol in communication between hosts, is done using
DNS. In the future IPv6 will be the preferred protocalf there will be may IPv4-only hosts in the
Internet demanding IPv4 communication fovesal years. Thus, all nodes in the ENNGEperimental
network infrastructure will be configured with both IPv4 and IPv6 support.

This means that each intack in the @perimental netwrk must hae at least one IPv4 address.
IPv4 address plan

The NR and Ifi/UiO part of the infrastructure has been allocated a test IPv4 network from UNINETT
(128. 39. 11. 0/ 24). This network is divided into several smaller networks providing the addresses
needed for Ifi/UiO, NR and the link networks between the different sites according to Table 1.

Table 1: IPv4 ad dress plan, 128.39.11.0/24 (netw orks noty et operational are in italics)

Nodes Bloc k Network Number of Comments
addresses
0-63 26 MMCL1 64 Primary MMCL network (stable)

64-127 26 MMCL2 64 Secondary MMCL network (experimental)
with mobile clients

128-191 26 IMiS 64 IMiS Kernel network 1 and 2

192-195 30 MMCL1-TFoU 4 Link network to Telenor FoU

196-199 30 ? 4 Not allocated

200-207 29 MMCL1 - SCI 8 Link network to SCI-cluster

208-215 29 ? 8 Not allocated

216-223 29 Router network 8 Temporary router network tying together
mmcll-gw, mmcl2-gw, imis-gw and tmp-
gw

224-227 30 MMCL1-NTNU 4 Link network

228-231 30 MMCL1-UiB 4 Link network

232-235 30 MMCLI-Ifi/UiT 4 Link network

236-239 30 MMCL1-TFoU 4 Link network

240-243 30 MMCL1-UniK 4 Link network




Table 1: IPv4 ad dress plan, 128.39.11.0/24 (netw orks noty et operational are in italics)

Nodes Block Network Number of Comments
addresses

244-247 30 MMCL1-IMiS 4 Link network

248-251 30 MMCL1-MMCL2 4 Link network

252-255 30 MMCL1-UNINETT 4 Link network to UNINETT

IPv6 address plan

The administration of the IPv6 address space is still not standardized. IETF drash&@aknitiatve to
establish a wide areamerimental IPv6 netark infrastructure, 6bone. That project is allocated the
3f f e: : / 16 network. To achiee 6bone connediity, it is necessary to use unique 6bone addresses. Cur-
rently, Norway is allocated th&f f e: 2a00: : / 24 network se@ment, which is supposed toves the
need of all Norwgian ISPs.

According to [18], IPv6 unicast addresses are aggable with contiguous bit-wise masks similar to the
IPv4 addresses under Class-less Interdomain Routing [16]. Therevara $8rms of unicast addresses
in IPv6. These are:

» the aggrgatable global unicast address
» the unspecified address

 the loopback address

» the IPv4-capable host address

 the site-local address

 the link-local address

» the NSAP address

» the IPX hierarchical address

Each IPv6 address is a 128 bits numibee address iswdded in a netwrk part and a host part. The pre-
fix number shws the length of the netwk part of the addressoFhosts, the last 64 bits are ded from
the Ethernet address [21].

The national IPv6x@erimental netark is sub-drided into ISP netarks and ISP subnebsks. The pro-
posed address structure presentedainld 2, is a slight modification of the address plan in [19] since the
structure supports a higher number of ISPs.

Table 2: IPv6 ad dress plan, 3ff e:2a00::/24

Top Le v_eI Pseudo Next Le \_/el Network level 64 bits
I dpe‘%gfrizga(.t;ﬁg) (pTTIL'L\A) Ag Q(EE:;'M and site aggregation interface 1D
6bone Norway ISP Network Subnetwork Host Structural location

3ffe 2a 0001 001 001 6bone:No:Uninett:UiO:MMCL1
3ffe 2a 0001 001 002 6bone:No:Uninett:UiO:MMCL2
3ffe 2a 0001 002 001 6bone:No:Uninett:NR:IMIS1
3ffe 2a 0001 002 002 6bone:No:Uninett:NR:IMIS2
3ffe 2a 0001 003 6bone:No:Uninett:UiT




Table 2: IPv6 ad dress plan, 3ff e:2a00::/24

Top Level Pseudo Next Le vel .
Aggregation TLA Aggregation Network level 64 bits
Identifier (TLA) (PTLA) (NLA) and site aggregation interface 1D

3ffe 2a 0001 004 - - 6bone:No:Uninett:UniK

3ffe 2a 0001 fff 001 - 6bone:No:Uninett:Link:NR
3ffe 2a 0001 fff 003 - 6bone:No:Uninett:Link:UniK
3ffe 2a 0001 fff 004 - 6bone:No:Uninett:Link:UiT
3ffe 2a 0001 fff 007 - 6bone:No:Uninett:Link:UNINETT

An example IPv6 address from this structure is the IPv6-capable router at NR, whose IMiS1 IPv6 addres:
is 3FFE: 2A00: 0100: 2001: : 1.

2.4 QoS suppor t

At the moment QoS support is partly piceed by configurable M links between the institutions, and
partly by resource resation using RSVP locally in the Informaticsilding. Later resource reseation
may also bexdended across thelM links, provided RSVP softare is installed at eachxténop router

As the infrastructure continues to seras an xperimental testbed, other types of QoS support is
expected to become important too. This includeserdhtiated service architecture for scalablefitraf
classification without the need for pisw state, and QoS mechanismya&eped within the ENNCE
project, e.g. DaCaPo [2]. The QoSyn&ation mechanisms suggested in ENNCE WP1 [29] wilMaé e
uated on this infrastructure using the applications chosen for thisct@mfe[30]). The QoS support in
the hardvare for these applications need to be in place for conducting theseneents.



3 QoS Experiences

The content of this section is completely based on the document “Early Experiences with Resource Res
ervation” [23] .

As part of the IMIS/ENNCE project, angeriment vas set up togn valuable QoSxgerience. The goal
of the xperiment vas to galuate netwrked QoS support, and demonstrate thectbf resource reseav
tion in a congested netwrk. This section describes theperiences and results.

The idea of thex@eriment vas to configure a netwk system with at least one host on either side of one
or two routers, use a tifat generatgrMgen [24], to generate @#frent combinations of 1 Mbps resedv
and unreseed UDP flavs between the end hosts until netkw congestion occurred, and measure the
effect (throughput) on the resex flov(s).

3.1 Different netw ork infrastructure attempts

The original intention as to use the ENNCE netvk infrastructure in Figure 2. khaver, as it vas dis-
covered that there &s no current support for theTK interface card (R-A2) in the IPv6 softvare
(experimental 10S) for the Cisco 7206 routdris was not possible. Instead, iaw decided to add an
advanced temporary routeand use the intermediate 100BaseTX Ethernetarktimfrastructure at NR
and Ifi/UiO in Figure 3 for thex@eriment.

RSVP (ReSerstion Protocol) [25] ws chosen as the QoS signalling protocolwé&ler, nev problems

were discoered when trying to depjoRSVP in the IMiS netark nodes. Most importantlyhe 1Pv6

router softvare had no support for RSVP signalling eitherefethough the commands wergdg).
Additionally, it was strongly recommended that the RSVP host daemon (SolariSRRUH26]) on
Solaris 2.5 should ka all OS patches installed, which conflicted with the non-patched OS requirements
in the IPv6 softwre (SUNWpv6 package). Installing the IPv6 sofive on a patchedeknel was neer

really tested, though. There were no problems installing the RSVP host daemon (ISI rel4.2a4 [27]) or
FreeBSD 2.2.5 with IPv6 support (INRIA). A description of all the IMiS mekwnodes is in dble 3.

Name Operating System Hardware Type IPv4 Address
varda SunOS 5.5 Sun Sparc Ultra 128.39.11.130
tulkas FreeBSD 2.2.5 PC, i486 128.39.11.131
ulmo Windows NT 4.0 PC, i486 128.39.11.132
manve Sun0OS 5.5 Sun Sparc Classic 128.39.11.146
nienna FreeBSD 2.2.5 PC, i586 128.39.11.147

imis-gw 10S 11.3/ Cisco 7206 FEO0/0: 128.39.11.129

experimental 10S FE3/0: 128.39.11.145

FE4/0: 128.39.11.220

Table 3: Description of the nodes in the IMiS netw  ork

In order to do ayresource reseation experimenting at all, it &ws decided to re-install the IPv4 router
software with RSVP support (I0S 11.3) in the IMiS netky and perform thexperiment on the IPv4-
only network infrastructure in Figure 4.
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Figure 4 The IMiS network for testing QoS with RSVP.

In this system configuration RSVP signalliRATH andRESV messages) between hosts and routes w
successful, and RSVP statasvproperly maintained on the routelovever, because of the configura-
tion, limiting the devnstream trdic in the router \as impossible, as during congestion gaskvere nat-
urally dropped in the switch, and not in the roufepossible solution wuld have been to replace the
downstream 100BaseTX Ethernet card with a 10BaseT Ethernet carthiwas unsailable for the

project.

Instead, it vas decided to insert another router (Cisco 2503) in theonletand limit the trdic by solely
using the asynchronous serial line (with maximum throughput 39 kbps) for communication between the

two routers. The resulting netwk infrastructure is in Figure 5.
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1Z28.32.11.132

Figure 5 The IMiS network with two routers to limit the traffic.

Once agin, in this system configuration RSVP signallingsveuccessful, and RSVP state properly main-
tained. Havever, because thereas no RSVP support in theweouter the end-to-end QoS principle did
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not apply as only dawnstream (one-ay) trafic reseration was possible. Also, the sloserial line meant
that one of the Solaris hosts (mahwould time out during booting, andifto restart properlyAddition-
ally, a similar RSVP xeriment using a serial line had already been completed indyd28], therefore
this IMIS/ENNCE e&periment should preferably focus on somethinded#t, like using AM as the
core technology

Although none of the alve objections wuld prevent experiment accomplishment, itas decided to
change the netwrk infrastructure once more. Wahat the IMiS netwrk was IPv4-only support for the
ATM interface card in the routekisted, and the originally intended ENNCE netWwinfrastructure wer
ATM was a@in possible. Thus, IPv4 router soétre with RSVP support (I0S 11.3p@/re-installed in
the MMCL netvork, too. A 2 Mbps permanent virtual connection (PV@swvestablished between NR
and Ifi/UiO, and the RSVP host daemon (ISI rel4.2a43 mstalled on FreeBSD 2.2.6 at Ifi/UiO. The
resulting infrastructure is in Figure 6, while a description of the MMCL2 or&twodes is in dble 4.

Name Operating System Hardware Type IPv4 Address

fixus FreeBSD 2.2.6 PC, i586 128.39.11.67
mmcl2-gw I0S 11.3/ Cisco 7206 FEO/0: 128.39.11.219
experimental 10S FE4/0: 128.39.11.65

Table 4: Description of the nodes in the MMCL 2 netw  ork

100BaseTX IPv4d
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£ —|— L S 4 —
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Figure 6 Test network infrastructure including both the IMiS and MMCL networks.
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After increasing the hold queue to 200 patskon each M interface, also in this system configuration
RSVP signalling between hosts and routeas wuccessful, and RSVP state properly maintained in both
routers. Havever, as it vas discwered that there &s no trdic control support (e.g. ®ghted Rir Queu-

ing) for the A'M interface card in the router sofme, no admission control and patklifferentiation
could be performed. This meant that thie@f of resource reseation could not be demonstrated, as
more than just RSVP signalling is necessary for QoS guarantees to be made in ¢k, ndtigh is
illustrated in the throughput measurements in Figure 7.

A (aprI?;,r\: f/litz)p?s) Reservation Tz:]olzggg)u t
Flow 1 1 No 583
Flow 2 1 No 581
Flow 3 1 No 596

Table E: Thr oughput measurements with no reser vations on an y flows (pac ket siz e 1400 bytes, duration
120 seconds)

B (apI;Iro.vivnSI\i/lsz)s) Reservation Tz:]o}léggg)tjt
Flow 1 1 No 588
Flow 2 1 Yes 583
Flow 3 1 No 588

Table F: Thr oughput measurements with r  svp reser vation on flo w 2 (packet siz e 1400 bytes, duration 120

seconds)

Figure 7 Measurements indicate no difference in the throughput distribution between the unreserved flows in
Table E, and the flows (one of three reserved) in Table F.

Now, the intermediate 100BaseTX Ethernet rekwinfrastructure is agn the present configuration,
with IPv6 router softare re-installed, Ut without RSVP and AM support in the routers, as st in
Figure 4 with IPv6 instead of IPv4.

The problem with the current natvk infrastructure:

* incompatible softare (IPv6) and hardave (ArM) on the routers
* no support for simultaneous use of IPv6 and RSVP in routers and on some hosts
* too lage datalinks (100BaseTX Ethernet) for netkvcongestion to occur

3.2 Discussion

The goal of the thexperiment vas to galuate netwrked QoS support, and demonstrate thHecefof
resource reseation in a congested netvk. Although, no successful resource reagon has been com-
pleted, @aluable insight in QoS configuration has beamegd, and correct RSVP signalling and state
maintenance achied. Some misassumptionsrfedbeen made in the processt mary lessons about net-
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work system configuration and RSVR/balso been learnt.

In hindsight, the choice of a reblaily inexpensve router (Cisco 7206) has peal to be a bad one. If a
more adanced product from the Cisco 7000 routenily had been chosen, nyaof the incompatibility
problems wuld probably hee been @oided.

A short technological conclusion based on the currentar&tinfrastructure:
* |PV6+ATM = incompatible (the IPv6 router soffne (&perimental IOS) does not support thENA
interface card (R-A2))

* |IPV6+RSVP = incompatible (the IPv6 router saiter (&xperimental IPS) does not support RSsERd
IPv6 and RSVP host sofewe on Solaris 2.5 require fifent patchedédenels)

* IPvV4+ATM = compatible
* |IPV4+RSVP = compatible

 ATM+RSVP = incompatible (the IPv4 router softse (I0S 11.3) does not support ti@tontrol for
the ATM interface card (R-A2))

In short, the technology platform in the ENNCE nertkvis not yet mature for megeneration QoS sup-
port, when that includes both IPv6, RSVP affdviA
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4 Future W ork

The experimental netwrk infrastructure is under continuousrdlpment. Future ark on the infrastruc-
ture as part of the ENNCE WP1 project includes:

* Installing a nev experimental ersion of the IPv6 router sofase (I0S 12.0) on all routers whevad-
able. That ersion will hopefully support both IPV6,TM, and RSVP simultaneously

» Realising the originally intended ENNCE neink infrastructure as described in Figure 2, with the
ATM switch as a core component.

« Completing a successful resource reaton using RSVRvhich demonstrates thefedt in a con-
gested netark.

» Experimenting with the diérentiated services architecture for scalablditrafassification without
the need for peflow state.

» Providing natve ATM connections between specific hosts on some sites.
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