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Abstract. There is a large interest in user experience today, both from a usability and accessibility 
point of view. However, in order to verify what the users actually like and don't like, user testing 
must be conducted. Traditionally, user experience is measured retrospective with surveys and 
interviews, but this is not the most optimal approach since it does not measure user experience in 
the moment and it is prone for human error because of our inaccurate memory recollection. Here 
we propose a method that does semi-automated evaluation of user experience by utilizing 
electrophysiological equipment that monitors electrical activity of the brain. We describe an 
approach that together with brain activity monitoring will collect and quantify user experience in a 
non-intrusive manner. We demonstrate the method by showing how a low cost device can record 
brain activity during a user test, and auto-detect where the user has difficulties understand or 
navigating a solution. All this is done in an unsupervised manner, but an observer must still verify 
the feedback with the actual user to remove false positives. Our method is not limited to digital 
solutions and can also be used for evaluating user experience of physical installations. 
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1. Introduction 

First Traditionally user experience (UX) is measured through retrospective methods like 

surveys and interviews [1]. While these methods can give an in-depth understanding of 

the users’ values, perceptions, and experiences, they are not very accurate when it comes 

analyzing details of the user experience. This is because humans are not very good at 

remembering details, even about events that have just happened. We are also very easy 

to manipulate and are highly influenced by others, and if questions are not asked 

precisely, the interviewer or survey might affect the answer from a participant [2]. 

Contextual interviews and think aloud are alternatives that can alleviate some of 

these weaknesses [3]. By performing the interviews in context, users will be able to recall 

more details. Think aloud is performed while the user is doing the task, but is not well 

suited for time sensitive tasks or when the user has difficulties in talking while doing. 

Think aloud is also something not everybody feel comfortable doing. So even though the 

motivation for asking a person about an experience is good, the outcome is not always 

very reliable or accurate.  

There are several tools for automatic usability evaluation [4]  and accessibility 

evaluation [5] based on guidelines. A challenge with these tools however, is that they do 

not necessarily have a good match with user experience evaluations with people [6]. 

Moreover, while there are many methods that uses an automated approach for data 

                                                           
1  Corresponding Author, Aleksander Bai, Norwegian Computing Center, Oslo, Norway; E-mail: 

aleksander.bai@nr.no 

Transforming our World Through Design, Diversity and Education
G. Craddock et al. (Eds.)
© 2018 The authors and IOS Press.
This article is published online with Open Access by IOS Press and distributed under the terms
of the Creative Commons Attribution Non-Commercial License 4.0 (CC BY-NC 4.0).
doi:10.3233/978-1-61499-923-2-811

811



collection from user experience [7], there are fewer examples of a well-defined method 

that combines automatic data collection and automatic evaluation of user experience with 

people. There is a call for more automated evaluation methods as a supplement for 

existing methods when measuring the effect of user experience [8]. 

Universal design (UD) is the design of products and environments to be usable by 

all people, to the greatest extent possible, without the need for adaptation or specialized 

design [9]. In UD, automatic data collection and evaluation can be particularly valuable 

for evaluating UX for participants that are not able to articulate themselves, for example 

due to speech impairments, intellectual impairments, or when being a foreigner that have 

not learned to speak the language in question fluently.   

The remainder of the paper is organized as follows: After a summary of related work 

in Section 2 we describe our semi-automated method in Section 3. An evaluation of our 

method is shown in Section 4 before we discuss the possibility and implications in 

Section 5. We also summarize and highlight research directions in Section 7. 

2. Related work 

There are many studies that tries to use an automated approach for data collection for 

evaluation of user experience, quality of experience and usability. One of the most 

common approaches is to use eye-tracking in user experience design and evaluation to 

find gaze, heatmaps, area of interest and insight of where users are looking [10]. Other 

popular approaches for measuring user experience are pupil dilation as a method to 

measure cognitive load [11], skin conductance and heart-rate monitoring to measure 

stress [12] and facial emotion detection to detect emotions [13]. 

In affective computing there are some interesting research that use different methods 

to detect affection. In affective detecting the goal is to detect the user's emotions, for 

instance by using BCI and EEG [14], which is not exactly the same as user experience. 

The reason is that emotions must be translated into user experience, and the mapping is 

not trivial. For instance research has shown that people smile even though they answer 

questions incorrectly [15].  

The use of brain activity and EEG monitoring has also been studied in relation to 

user experience [16]. However, in most cases it is required to train a machine learning 

algorithm in a supervised manner [17]. To our knowledge there are few automated and 

unsupervised methods that does not require labelled training data [18]. There are 

approaches that have fully automated methods for evaluating user experience [19], but 

they have not been tested with users and only on simulated data. Researchers also argue 

that data-driven methods, and triangulation of qualitative insights and quantifiable 

measures is important [20]. Thus a fully automated method is probably not feasible with 

the current technology. 

3. Method 

In order to do an automated evaluation of user experience, we need to actively monitor 

physiological and mental states of the users. Even though there are several studies that 

show that basic emotions can be detected from physiological sensors, the current 

available technology have trouble deducing subtle differences in emotions for a user, like 

the difference between slightly annoyed or mildly positive. These differences are 
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important from a user experience point of view, and part of the problem is that the 

physiological measurements looks similar. In the previous example, both emotions can 

results in a slightly elevated heart rate or increase of galvanic skin response [13]. In 

addition to being very individual from person to person, it is difficult to accurately 

distinguish the physiological data of different emotions from each other [21].  

Studies have shown that when a person is angry, frustrated, excited and so on, she 

or he will in most cases show several physiological signs that can be monitored [22]. 

This is for instance how the lie detector works, by monitoring heart rate and galvanic 

skin response and comparing them against a baseline. However, some emotions are also 

harder to detect with physiological sensors, like concentration and fatigue. These states 

are easier to detect by monitoring the electrical activity of the brain, since they require 

much "brain power" [22].  

We believe that a more promising approach, at least with the current technology, is 

to detect large differences in a person's cognitive load compared to a baseline. Our 

method utilize the research done within attention and fatigue brainwaves, and combines 

that with a mobile, low-cost EEG devices to deliver a semi-automated evaluated of user 

experience. In theory it could be fully automated, but so far the EEG technology is very 

sensitive to noise and individual differences in scalp and muscle configuration. The 

technology is able, however, to tell us that the participant experience a high level of 

concentration at a certain time, and it's up to the organizer to question the participant 

about why something was frustrating, demanding or exciting. Since we are using low-

cost EEG devices that are mobile and allow the participant to move about, the ratio of 

signal to noise is quite high, and this will again result in several false positives. This is 

mainly because the EEG devices that is monitoring the brain activities will also pick up 

noise from scalp scratching from the dry electrodes, head movement, external noise like 

the power grid, muscle activities and such [23].  

We have illustrated our concept in Figure 1, where our method uses EEG to measure 

brain activity to perform a semi-automated evaluation of user experience. More specific, 

the different brain waves are monitored constantly, and any significant increase in the 

brain waves will indicates that something has happened. This is done by first creating a 

baseline when the user is relaxed and not actively engaged in any activity. After a short 

baseline phase, the system will then be able to detect even small shifts in the brainwaves 

when the user is concentrating. The details behind our method is explained in Section 4. 

 

 

Figure 1. Method for semi-automated evaluation of user experience. 

 

By using a mobile device for monitoring brain activity it is possible to use our 

method outside the lab and not only in front of a computer screen. Our method also makes 

it possible to measure user experience when testing and using physical installations. 
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However, when using EEG devices on users that are moving around, even more noise 

will be introduced, which support the need for a human organizer that can questioning 

the user and remove false positives. 

4. Evaluation 

To test if our method is feasible we have done a short evaluation of our method during a 

user test with eye-tracking. We tested a webpage for apartment rental. In this user test, 

we also asked the test users to wear a Muse headband [24]. The Muse device is small 

and portable, but have very few sensors. There are other consumer EEG headset available 

that are also portable, but Muse is one of the least intrusive devices [25]. In total 5 

subjects were recruited and conducted a usability test with scenarios, where we used a 

Tobii T-60 eye tracking tool for detecting problems [26]. The participants were 

encouraged to think aloud. 

At the end we performed an interview where we asked more about the specific issues 

they found and what elements they liked. Each user's session lasted between 25 and 40 

minutes, and they were given five tasks to complete. Two of the tasks were very hard, 

and we expected them to experience trouble during those tasks, so we should be able to 

detect signs of high concentration.  

 

 

Figure 2. Raw EEG for a participant. 

 

The raw EEG as shown in Figure 2 must be preprocessed before any high activity 

can be detected. The placement of sensors in Muse follows the international 10-20 

standard [27], and have four sensors as indicated in Figure 2 (y-axis). The sensors AF7 

and AF8 are located in the frontal part of the skull while TP9 and TP10 are located in 

front of each ear.  

We also removed artifacts like blinking (shown in Figure 2 as downwards spikes) 

and muscle activity by using ICA [28]. We also applied a low-pass filter to remove 

inference from the power grid (50Hz in Europe), before we removed the baseline data 
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from the test data. Finally a spectrogram was produced, as shown in Figure 3. This 

illustrate the frequency intensity for a particular user in a session, and we can see that 

there are spikes where the brain activity is higher than the rest. It has been shown in 

multiple studies that activity in the different frequency bands is associated with high 

concentration [29], and this can also be seen in Figure 3 as vertical lines that almost run 

across the whole frequency range. 

 

 

Figure 3. Spectrogram of a participant's EEG. 

 

Based on the processed EEG data and a spectrogram, we applied chunking of the 

spectrogram. This means that we grouped larger sections together and averaged over 

them. We tried multiple intervals, and got good results with 10 and 30 seconds. After 

chunking was applied we did a unsupervised clustering with k-means and two classes 

[18]. We also tried with other classes, in order to get more subtle changes, but could not 

get any promising results with more than two classes. Figure 4 show the results of 10 

seconds chunking and auto-detected difficulties. As the figure show, the clustering 

approach is able to detect groups of difficulties that have high brain activity. Our 

approach is also very fast, and can be performed in just a few seconds. 

 

 

Figure 4. Spectrogram of an EEG with 10 seconds chunking and auto-detected difficulties. 
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In Figure 5 the same analysis with 30 seconds chunking is shown. In our experiment 

there was not any major benefits of using 30 seconds instead of 10.  

 

 

Figure 5. Spectrogram of an EEG with 30 seconds chunking and auto-detected difficulties. 

 

A separate person went through the video recording of the subjects and tagged 

sections where the user seemed to have difficulties. For instance, when he or she was 

stating that "this was hard to understand" or "i am not sure how to proceed". We marked 

the start and end time where the subjects showed difficulties, and grouped together 

sections that were very close together. We refer to these tagged sections as observed 

difficulties. In Figure 6 the matching of auto-detected difficulties (10 seconds) are 

matched against observed difficulties. 

 

 

Figure 6. Matching auto-detected difficulties with observed difficulties. 
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For three of the subjects (subject 1 shown here) the match between auto-detected 

and observed difficulties were good with over 70\% accuracy of detecting observed 

difficulties. However, for two of the subjects the match was not accurate enough because 

of too much noise in the data. This was caused by bad connection of the Muse itself, 

which caused half of the EEG sensors to produce too much noise. This made our 

preprocess stage very difficult, and we were therefore not able to get any good matching. 

Two of the participants had quite a lot of hair which we suspect caused troubles, and the 

last had glasses that made the connection behind the ears unreliable. In retrospective we 

should have examined the data quality and connection better, both during setup and under 

the user testing. 

5. Discussion 

In our user testing we discovered that the registration process for the webpage was much 

harder for older people than the participant expressed. We did not have real-time analysis 

of the EEG during the user trial, but we performed the analysis afterwards and spotted 

very high activity during the registration process. We then went back and did analysis on 

the eye tracking data, and based on both pupil dilation and saccade patterns [30] it 

seemed that the participant had bigger problems with the registration process than the 

user trial feedback and interview indicated. We did not, however, manage to confirm this 

with the user since the user testing was completed. 

Several studies [7] have also found that physiological measures like EEG are not yet 

widely accepted in the evaluation of the user experience and that people prefer qualitative 

approaches instead of quantitative. However, we support the idea that for data-driven 

methods, a triangulation of qualitative insights and quantifiable measures is important 

[31]. Our work fits well into that approach, but must be verified and extended to provide 

real-time analysis.  

There are many applications that can benefit from a semi-automated evaluation of 

user experience. Webpages as used in our user testing is an obvious candidate, but it can 

also be extended to product evaluation. During our interviews we asked the users how 

they felt about wearing an EEG headband, and four out of five said it didn't bother them, 

and two users said they actually forgot that they were wearing an EEG headband. The 

last user said it caused some problems with the glasses and we probably should have 

used more time to configure the headband for that particular user. 

Another benefit by using a mobile EEG monitoring device, is that our method can 

be expanded to evaluation of user experience in physical installations where the user 

moves around and interacts with a service or installation. It can also be an important 

method in contexts where the user is unable to verbalize or explain exactly what or when 

they experienced a problem. This could be in situations where time is critical, where the 

task requires high concentration, or the user has a cognitive or speech impairment. The 

method is also a good candidate for evaluations in the Internet of Things [32] or ambient 

intelligent environments [33]. 

There are several aspect that we would like to address better in the future. First and 

foremost should similar devices with better signal-to-noise ratio like the EPOC+ [34] or 

OpenBCI [35] should be explored. Since they have more sensors, they should produce 

better results (better signal to noise ratio) while still being easy to setup and operate. In 

addition, better feature extraction algorithms should be explored. 
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Another interesting research path is to figure out how to accurate detect positive and 

negative emotions. There are studies that have shown that it's possible to detect emotions 

[21]. A method which tries to combine a portable EEG device with emotion detection 

would be interesting. Detection of positive emotions can make it possible to identify 

positive user experiences and enhance those. 

Finally we would like to see our approach verified with physical installations. 

Measuring user experience is a complex and resource demanding task with the current 

methodologies, and in particular for physical buildings where the users might move 

around for a longer period of time. With regard to universal design and evaluation of 

physical buildings, we believe that physiological monitoring in combination with EEG 

is a very promising path that must be studied more. 

6. Limitation 

Our study of was limited in number of participants and the size of the evaluated 

applications. Hence, future work should verify the method for more users and in different 

settings. 

We did not ask the users to confirm our findings and verify the automatic detection 

of difficult segments. Ideally we would have the users themselves provide the ground 

truths by watching the video shortly after the session was over. 

7. Conclusion 

In this study we have proposed a semi-automated method for evaluation of user 

experience. Our method uses EEG equipment to auto-detect high brain activity, which 

indicates high cognitive load and difficulties. These difficulties are found unsupervised, 

but must be verified by a human to remove false positives. We have verified our approach 

with a low-cost device called Muse, and because of the signal to noise ration a short 

baseline period is beneficial before the actual user testing starts. It is possible to use our 

approach without a baseline, but more noise reduction techniques will then be required. 

We also group time windows together to create what we call chunks, since this 

makes our unsupervised method more robust. However, we need more studies with more 

participants and different equipment to evaluate how reliable and durable our approach 

is. Finally we would also like to see our method extended to user testing of physical 

products and installations. 
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