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1 Introduction

The use of spaceborne SARs as interferometers has recently become popular, but the basic princi-
ples date back to the early 1970s [Graham 74, Richman 71]. For terrestrial applications the first re-
sults were produced in the 1980s [Gabriel and Goldstein 88, Gabriel et al. 89, Goldstein et al. 89,
Goldstein and Zebker 87, Goldstein et al. 88, Zebker and Goldstein 86]. For spaceborne applica-
tions, only a few data sets from the 1978 SEASAT mission were available. However, after the
launch of the ERS-1 satellite in 1991 a large amount of data became available and the research on
interferometry applications has had an enormous growth.

A radar interferometer is formed by relating signals from two antennas imaging the same area.
Today, interferometric SAR (InSAR) is generally regarded as an extremely powerful tool for map-
ping the Earth’s land, ice and even the sea surface topography. For recent review papers of SAR
interferometry, see [Bamler and Hartl 98, Gens and van Genderen 96, Gabriel et al. 89]. Differ-
ential InSAR methods represent unique tools for detecting and mapping surface displacements
over large temporal and spatial scales with precision in the centimeter and even millimeter range,
given optimal conditions. The precision achieved for a particular data set depends on parameters
like orbit accuracy, baseline, wavelength, SNR, characteristics of the sensor, and the temporal cor-
relation of the surface cover. InSAR data are important for applications like generation of Digital
Elevation Models (DEM), earthquake and volcanic research, glaciology and ice sheet monitoring,
monitoring of land subsidence due to mining, gas, water, and oil withdrawal etc. Repeat-pass
interferometry allows the detection of changes of spatial and/or dielectric properties of the land
surface, which can be used for land cover classification, mapping of flooded areas, monitoring of
geophysical parameters etc.

In this report, we first review the basic principles of interferometric SAR. We shortly describe
different InSAR sensors. The main application areas are then reviewed. A case study for analysing
coherence for snow-covered regions is then presented.

2 An introduction to the theory of radar interferometry

The purpose of this section is to present the most basic principles of radar interferometry. The aim
is to provide enough details to be able to understand the requirements and potential for different
applications, without presenting the theory in depth.

A radar interferometer is formed by relating the signals from two antennas imaging the same area.
This can be achieved either by two antennas on a single platform, or by repeated passes over the
area by a single antenna. Both airborne and spaceborne sensors can be used.

In SAR imaging, the backscattering signal from a particular area is the coherent superposition of
the backscattering from the individual scatterers within that cell, resulting in a random phase and
the speckle phenomenon. For two SAR images acquired with almost identical antenna positions,
the scatter geometries are almost identical and therefore the speckle patterns of the two images are
not independent. The interferometric phase, i.e. the phase difference between these two images,
is a measure of the difference in path lengths to the sensors. This allows the derivation of the
three-dimensional position of the scattering element.

There are two basic interferometric data products, the interferogram and the coherence image. An
interferogram is formed using the phase from two complex SAR images, while a coherence image
is made by using both the amplitude and the phase from the SAR image pair. These are explained
in section 2.2.

Two of the major applications of interferometric SAR, the derivation of height maps and differential



Figure 1: Interferometric imaging geometry. (a) Two apertures separated by a baseline B are flying
(in the direction into the paper) imaging a swath on the ground. (b) Conventions in linearizing
the interferometer equation (Rosen et al. 96).

displacement maps, are based on the geometric information contained in the interferogram. The
quality of the products is characterized by the coherence, which is a measure of the variance of the
interferometric phase estimate. The coherence can be said to be an estimate of the phase stability
of the imaged targets in the time between two SAR acquisitions. If the surface is changing (e.g.,
due to soil moisture changes, vegetation growth and canopy changes, snow cover), the coherence
will decrease. The coherence can also change if the object has a volumetric scattering component
[Askne and Hagberg 93]. Although the coherence is often used merely to evaluate the quaility of
the interferogram, it contains information in itself which can be very valuable for several other
applications as discussed later.

2.1 Basic principles

A short introduction to the basic principles of interferometry has been adopted from [Rosen et al. 96].
Two imaging antennas (or antenna positions) separated by the baseline vector B, depicted in Fig-
ure 1, are in motion perpendicular to the page, and represent the platform track(s). The phase
at each point in a radar image is the sum of the backscatter phase ¢p; and the propagation phase
¢pi = —(4w/N)r;, where r; is the range from antenna 4 to the imaged point. For two radars
imaging a scene at the same frequency and with similar viewing geometry, the backscatter phase
will be nearly equal: ¢p1 = ¢p2. Under these assumptions, the phase difference between the two
images at a given point is

A¢=¢1—¢2=—4¥(7‘1—T2)- (1)

For spaceborne geometries, where |B| < r, we may write

4 4
Ag = —TWBI = —TWB sin(6 — a), (2)

where I is a unit vector in the look direction. In words, the phase difference is proportional to the
component of B in the look direction.

To see how this phase relates to topography, consider a surface without local topography. Then,

Ago =~ Bsin(dy - a), 3)



where 6 is the look angle to a given point on the ground. If topography is present, the look angle
for a given range will be altered by 6 as illustrated in Figure 1 (b):

56 = —47”3 sin(f + 60 — a). (@)

The “flattened” phase differences, formed by removing the flat-Earth phase

4
Adsrar = Adp — Agp = —TWB cos(fy — a) (5)

is to first order proportional to the perpendicular component of the baseline B¢ = B cos(fy — a),
and to the small angle 60, which in turn, is proportional to the topographic height z : 60 =
z[rosinfy. The so-called ambiguity height is the elevation changes required to alter the phase
difference by one cycle (27) and is given by:

_ Argsinfy
ho = . ©)

The height ambiguity is often used to characterize the sensitivity of the interferometer.

The phase difference in repeat-pass observations measures any ground displacement in addition to
topography. The range change in the second image Ar due to displacement enters into the phase

difference directly:

47 z 47
Adpiar = ——B cos(fo — a)m + A 7

Note that the phase difference is far more sensitive to changes in topography (surface displacement)
than to the topography itself. From Eq. (7), Ar = \/2 gives one cycle of phase difference, while
z must change by h, to affect the same change.

A major problem in isolating motions from other phase modulations in an interferogram is the
topography itself. Removing the topographic phase signature from an interferogram requires
either a reference digital elevation model of sufficient resolution and accuracy, or an independent
interferogram with no motion present. Using a DEM, one may synthesize an interferogram if
the imaging geometry is known. Subtracting the phase differences pixel by pixel removes the
topographic phase and leaves only the phase due to motion.

2.2 Interferogram

Consider the two complex SAR images g;(r,a) and g»(r,a), where r is the range position and a
the azimuth position. The interferogram v(r,a) is given by
v(r,a) = gi(r,a)gs(r,a) = |g1(r, a)||g2(r, @) | exp/ 20, (8)
where * denotes complex conjugation, and
Ag(r,a) = ¢1(r,a) — ¢2(r,a) (9)
is the interferometric phase.

The probability distribution function of the magnitude and phase of an interferogram sample is
given in [Bamler and Hartl 98, Lee et al. 94].



2.3 Coherence

The coherence +y is defined as the complex correlation coefficient (or coherence) between the two

SAR images:

— E[gl (T’, a)g; (Ta a)]
VE[g1(r,a)[2El|g2(r, a) ]2

v (10)

The coherence magnitude |y| varies between zero (no correlation) and one (the images are equal).
Its phase is the expected interferometric phase A¢ of the pixel, and its magnitude is related to
the variance of the phase noise.

The coherence can be written as a product of the contribution from different factors [Weydahl 98]:

Y = YSystemSN R ProcessorYBaseline YRegistration YTemporal (]-]-)

In practice, the coherence is always less than one due to different decorrelation factors which
are due to changes in imaging parameters. The quality of an interferometric image pair is often
characterized in terms of the coherence magnitude. It is desirable to minimize these decorrelation
factors. The system SNR decorrelation, Ysystemsn g, is for satellite SAR data only a problem for
areas with very low backscattering, like radar shadow or smooth water surfaces. The processing
stages going from the SAR raw data to the single look complex SAR image can cause the decor-
relation ypyocessor due to defocusing in azimuth or range. The temporal decorrelation yremporal
can be due to any change in the scattering mechanisms of the target, e.g., wind, soil moisture,
snow, vegetation growth.

The spatial baseline decorrelation vggserine comes from the difference in imaging geometry between
the two passes since the two antennas will observe a ground surface resolution element under
slightly different viewing angles. The critical baseline and decorrelation factors can be estimated for
different SAR parameter settings [Weydahl 98]. Larger baselines can be tolerated for RADARSAT
than for ERS given the same decorrelation limits. The larger tolerance is a combined effect of
larger range and finer resolution. The baseline decorrelation effect can be compensated for using
a common spectral band filtering technique in the range direction [Gatelli et al. 94].

Baseline limitations The baseline is limited by the orbit navigation accuracy. Above a critical
length of baseline (approximately 1100 m for ERS) there is a complete loss of coherence. The
degree of coherence significantly influences the accuracy of the phase and hence all information
derived from the interferogram (like, e.g., height measurements). In practice, there are limitations
on length of baseline for which useful interferograms can be calculated. For mapping, the optimal
baseline length for ERS is between 50 m and 300 m. Shorter baselines can yield useful information
regarding glacier properties but tend not to yield useful data sets for height estimation. The upper
practical limit for ERS is about 600 m.

Coherence estimation The coherence is estimated by spatial averaging of the complex pixel
values g1 (r,a) and g2(r,a) in the corresponding pixel (r,a) of image 1 and 2 after the SAR images
have been co-registered with high accuracy (< 1/10 pixel size) [Monti Guarnieri and Prati 97|:

RS2 {1(r,a)g3(r,a) exp=itera)}

-2
VIR YA g0l SR, T4 ga(r,a)?

(12)

Note that even if all the scatterers within the estimation area are independent with identical



statistical properties, the two images differ by a deterministic phase (i.e., the interferometric
phase A¢(r,a)), which should be estimated and compensated for.

Assuming flat topography the standard deviation of the sample coherence is given by
[Monti Guarnieri and Prati 97]:

L7 (13)
05 = ,
T V2RA

where RA is the number of independent samples (range, azimuth) that are used in the coherence
estimation. Thus, we see that for low coherence areas, a large number of samples is needed to
achieve acceptable estimation precision.

A window of size e.g. R x A pixels (range, azimuth) can be used. Normally, A is greater than R,
e.g. R =5 and A = 25. Larger windows will result in larger coherence estimates.

2.4 Generation of interferometric products

The generation of an interferometric image product is a fairly complex procedure. A schematic
view is given in Figure 2. A typical procedure can be [Lanari et al. 96]:

e Range and azimuth filtering of the complex images. Before the interferogram is formed, the
complex image pair has to be separately filtered in both range and azimuth to optimize
the coherence and the interferometric phase purity. Range filtering is applied to minimize
baseline-induced decorrelation. Filtering to a common Doppler centroid in the azimuth
direction is applied to eliminate the decorrelation due to differences in the Doppler centroid.

o Coregistration. In order to obtain the interferometric phase, the image pair has to be coreg-
istered. An accuracy on the subpixel level is needed here.

o Interferogram formation. The interferogram is generated by multiplying the first image with
the complex conjugate of the second image.

o Flat-Earth phase removal. To perform the interferogram noise filtering and simplify the
phase unwrapping procedure, a flat-earth phase removal is carried out. The flat-earth phase
can be computed by measuring the dominant fringe frequency in the azimuth and range
directions of the interferogram.

e Phase noise reduction. In order to reduce the phase noise and to facilitate the phase un-
wrapping, the interferogram is often filtered using an averaging window. After the filtering,
the interferometric phase is determined by calculating the arctangent of the interferogram.

o Coherence image. The coherence image is computed. The coherence gives information about
the quality of the phase measurements.

e Phase unwrapping. This operation is necessary because the interferometric phase (un-
wrapped phase) is only known modulo 27 (wrapped phase). Any procedure which permits
the reconstruction of the original unwrapped phase from the wrapped one is called phase
unwrapping.

A large number of algorithms for phase unwrapping is found in the literature. A discussion of
different approaches is found in [Bamler and Hartl 98, Gens and van Genderen 96]. Most of
the methods are based on the reconstruction of the original phase by integrating its gradient
computed from the corresponding wrapped values. [Goldstein et al. 88] used an algorithm
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based on the local integration of the phase gradient along a path which connects the image
pixels. Different approaches are based on a global integration of the phase gradient.

The phase gradient estimation can be drastically improved in critical areas, i.e., low-coherence
areas, if a priori knowledge about the topography is available.

o Height calculation and geocoding. The conversion process between the unwrapped phase in
slant range and a geocoded DEM is carried out in two steps. The first step is height estima-
tion, that is, calculation of the height values from the interferometric phase information. The
resulting height map is given in slant range coordinates. The second step is the geocoding,
the transformation onto a carthographic reference system.

In general, extremely high orbit accuracy is needed to obtain high height accuracy.
2.5 Estimation of terrain height

[Zebker et al. 94] describe how to obtain estimates of the terrain height. Given the two antennas,
the surface topography z(ry) (where r, is the ground range), and the spacecraft altitude h above
a tangent plane to the point of interest, the following equations are used to determine the height:

Mg

6= (14)

o (ri+0)*—r{—B?
sin(a — 6) = 5B (15)
2(rg) = h —rycosf (16)

where ¢ is the difference in path lengths, A¢ is the measured interferometric phase, and A is the
wavelength.

This constitutes a recipe for measuring topography with the interferometer. The two principal
errors associated with the measurements arise from uncertainties in the measured phase and in
the knowledge of baseline. Differentiation of the above equations with respect to A¢ yields the
error in height estimate as a function of the error in phase estimate

}\7'1
0, = M—Btane(TA(ﬁ (17)

where o, and oa4 are the standard deviations of height and phase, respectively.

The second significant error source results from inaccuracies in knowledge of the interferometer
baseline alignment. That is, it is impossible to distinguish a baseline angle knowledge error from
a slope on the surface topography, and therefore extremely precise knowledge of the baseline
geometry is required if absolute height estimation is needed. Differentiation with respect to «
yields

0y =11 8in6o,. (18)

Note that the error is independent of baseline length and depends only on altitude and range. This
is a stringent constraint for spaceborne geometries where the range from the radar to the image
swath can be many hundreds of kilometers. This requirements is for absolute accuracy - relative
height measurements corrected with ground control points to determine the absolute values do
not require this accuracy.



Baseline Interferometric Applications,

type configuration measurement of ....
Af Single-pass, across-track topography
At =ms to s Single-pass, along-track  ocean currents
moving object detection
At = days Repeat-pass glacier /ice field, lava flows
subsidence

seismic events
volcanic activities
crustal displacements

At = ms to years Repeat-pass, sea surface decorrelation time
coherence estimator scene classification
Ak (frequency) Ak-radar exact ranging of targets

elimination of propagation medium effects

Table 1: Possible InSAR configurations (Bamler and Hartl, 1998).

2.6 Interferometric configurations

The two SAR images forming an interferogram must differ in at least one imaging parameter. The
main types of interferometric configurations are [Bamler and Hartl 98]: (i) single-pass, across-track
interferometry; (ii) single-pass, along-track interferometry; and (iii) repeat-pass interferometry.
These are illustrated in Table 1. [Bamler and Hartl 98] further summarizes the configurations and
the applications they are most applicable to.

2.6.1 Across-track interferometry

Across-track interferometry is formed by using a single-pass/dual-antenna arrangement where one
antenna (the master) operates in a transmit/receive mode and the slave antenna is in receive
mode only. The two antennas are mounted on an axis perpendicular to the flight direction. A
thorough description of the principles of operation can be found in [Bamler and Hartl 98]. Since
the two images are taken at the same time, temporal decorrelation does not occurre. The only
sources of decorrelation are system noise and geometric decorrelation due to spectral shift and
volume scattering. The coherence of single-pass interferograms is usually very high (> 0.9). Given
that the system noise is known, the volumetric scattering contribution can be determined. Single-
pass/dual-antenna systems are currently only found on airborne SAR systems.

2.6.2 Along-track interferometry

Along-track interferometry involves two antennas mounted on an aircraft, along the direction of
flight. The geometry of along-track systems is similar to across-track system, except that the x-
axis and y-axis are exchanged. The phase difference A¢ between two corresponding pixels in the
two images is caused by movement of the object, and the velocity of the object can be estimated.

Applications of along-track interferometry are mapping of water currents, detection of moving
objects, and measurement of directional wave spectra [Gens and van Genderen 96].
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2.6.3 Repeat-pass interferometry

Repeat-pass interferometry requires only one antenna and hence is the method most suited for
spaceborne SAR sensors. This is also because the method requires precise location of the flight
path, and satellites typically have much more precise and stable paths in the absense of an atmo-
sphere than aircrafts.

2.6.4 Differential interferometry

Differential interferometry can be used to detect small movements of the surface. The principle,
which is described in [Gabriel et al. 89], consists of computing an initial interferogram using a pair
of radar images taken roughly at the same time. In addition, a second interferogram is created
by the use of a third image taken later and combined with one of the original images. These
interferograms are unwrapped before computing their difference, which should be a zero phase
map unless:

e The specific phase reflection of the terrain was affected by a change of nature (growing
vegetation, man-made changes, water content, distortion of the scatterer layout within the
resolution cell etc.).

e The atmospheric depth varied randomly within the three scenes.

A more detailed discussion is found in [Massonnet and Rabaute 93].

2.6.5 Interferometry and different SAR system parameters

In addition to the interferometric configuration, other parameters like wavelength and polarization
influence the applicability of InSAR for different applications. The baseline required is proportional
to the wavelength [Bamler and Hartl 98]. The scattering mechanisms for different cover types
depend on the wavelength. Let us consider forest regions as an example. L-band penetrates the
vegetation canopy and is reflected from the soil (with double-bouncing from the trunks). C-band is
mainly scattered by leaves and branches, while X-band almost does not penetrate the canopy, but
gets scattered from its outer boundary. P-band will also to a certain extent penetrate the ground.
Temporal decorrelation increases rapidly with frequency, making e.g. L-band more suitable than
C- and X-band for repeat-pass InSAR, while single-pass/dual-antenna systems can use higher
frequencies.

The height accuracy depends on the wavelength and coherence. For areas with the same coherence
for L-, C-, and X-band, the height derived from the X-band phase is approximately two times
more accurate than C-band and eight times more than L-band due to the wavelength ratios
[Lanari et al. 96].

The polarization is of great influence to the signature of different scatterers. A fully polarimetric
SAR can allow separation of different scattering mechanisms, e.g. surface, volume and multi-
ple scattering [Cloude and Pottier 96]. By the use of a theoretical scattering model, [Boérner 98|
simulated coherence from objects of different scattering classes to study coherence and temporal
decorrelation as a function of polarization.

The incidence angle affects the backscatter signature. In addition to the fact that the power
decreases with the incidence angle 6, 8 should also be chosen as to minimize radar shadow and
layover. An incidence angle of about 45° can thus be recommended [Bamler and Hartl 98].
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3 Spaceborne and airborne sensors

A number of past, present, and future SAR systems, both airborne and spaceborne, are capable
of collecting InSAR data.

3.1 Airborne InSAR systems

Airborne InSARs are particularly useful for regional high-accuracy topography mapping (down
to the submeter range) and for ocean current monitoring by along-track systems. Currently, the
following systems are operational [Bamler and Hartl 98, Keydell 96, Kramer 96]:

e IFSARE (ERIM/Intermap, USA)

e CCRS C-/X-SAR (Canada Centre for Remote Sensing, Canada)

e EMISAR (Technical University of Denmark)

¢ Ramses (ONERA, France)

¢ ESR (DERA, UK)

e DO-SAR (Dornier, Germany)

¢ E-SAR (DLR, Germany)

o AeS-1 (AeroSensing, Germany)

o AER-II (FGAN, Germany)

3.2 Spaceborne sensors

Past, present and future spaceborne SAR sensors with InSAR capabilities are summarized in Table
2.

3.2.1 SEASAT

SEASAT, the first satellite radar sensor, was operated for 100 days in 1978 (SAR data was collected
during 70 days). Some years later, in 1986 and 1989, its interferometry capabilities were demon-
strated. [Zebker and Goldstein 86| used it for topographic mapping, while [Gabriel et al. 89]
mapped small elevation changes. The orbit determination for SEASAT was not very accurate,
making baseline determination a special issue.

3.2.2 SIR-C/X-SAR

The two first space Shuttle Imaging Radar missions, SIR-A (1981) and SIR-B (1984) were essen-
tially copies of the SEASAT SAR and they did not make significant contributions to the field
of interferometry. SIR-C/X-SAR, which was flown in April and October 1994, was a big step
forward. The October mission had three days dedicated to repeat-pass interferometry by us-
ing a 1-day repeat cycle and orbits partially covering the ones from April. One of the most
exciting results concerning InSAR was the establishing of a new discipline: polarimetric in-
terferometry [Cloude and Papathanassiou 97, Cloude and Papathanassiou 98, Hellman et al. 97,
Papathanassiou and Cloude 97].
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Sensor Mission Wavelength Mean Remarks
period polarization incidence
angle
SEASAT 1978 L, HH 20° first spaceborne SAR
SIR-C/X-SAR 1994 multipolarization 15-60° first multifrequency,
multipolarization SAR
in space
ALMAZ-1 1991-1992 S 30-60°
ALMAZ-1B 1098 P, S, X 25-51°
multipolarization
ERS-1 1991-today C, VV 23° very accurate orbit
ERS-1 1995-today C, VV 1 day revisit cycle during
TANDEM mission
JERS ¥ 1992-1998 L, HH 35° low S/N ratio due to
hardware problems
Radarsat 1995-today C, HH 20-50° multi-incidence angle
multiresolution (10-100 m)
ScanSAR option
SRTM 1999 C, X 20-60° dedicated InSAR mission
HH,VV single-pass system
standard + ScanSAR modes
ENVISAT ca. 2000 C 15-45 ° multi-incidence angle
HH, VV (VH) very accurate orbit
alternating ScanSAR option
LightSAR ca. 2002 L (possibly C and X) variable short review cycles
HH, VH, VV, HV 20-45° multi-incidence angle

ScanSAR and spotlight option
max. resolution 1-3 m

Table 2: Spaceborne SAR systems suitable for interferometry (Bamler and Hartl, 98).  JERS
has failed and is no longer in operation.
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3.2.3 SRTM

The Shuttle Radar Topography Mission (SRTM) is a cooperative mission between NASA, the US
National Imagery and Mapping Agency, the Italian Space Agency, and DLR in Germany. The mis-
sion, which will last for 11 days, is scheduled for launch in September 1999. It will cover the Earth
between +60 and -58 degrees latitude. The mission will be the first spaceborne single-pass/dual-
antenna interferometric system. The goal is to map 80% of the Earth’s total landmass. Both
C-band and X-band data will be collected, with a horizontal resolution of 30 m and a vertical resolu-
tion of 10 m (C-band) and 6 m (X-band). More information is found at the web pages http://www-
radar.jpl.nasa.gov/srtm/ and http://www.flr.de/NE-HF /projects/SRTM /SRTM-english.html.

3.2.4 ERS

In the case of satellite sensors, the repeat cycle sets some limitations regarding the applicability
of interferometric data. Currently, the ERS satellites have a 35 days repeat cycle. During limited
periods, ERS-1 had a 3-day cycle, and ERS-1 and ERS-2 were operated in tandem with a 1-
day cycle. These short repeat cycles are very suitable when collecting interferometric data with
high coherence (thus suited for generating interferograms or studying changes in areas with low
temporal correlation length).

The orbit is determined with decimeter and centimeter accuracy, making the baseline control very
good. Most important with respect to interferometry was the tandem mission during which ERS-
1 and ERS-2 were operated in parallel. ERS-2 followed ERS-1 on the same orbit with a 35 min
delay. In combination with the Earth’s rotation, this allowed imaging of the same area and the
same look angle at a 1 day time lag. The most serious limitation of the use of interferometric
data from ERS is that it uses a steep incidence angle of 23°. This means that terrain slopes of
higher than approximately 20° cannot be imaged and makes the system inappropriate for imaging
of rugged terrain.

3.2.5 ENVISAT

The next European satellite-borne SAR will be the ASAR on board ENVISAT, currently scheduled
for launch in 2000. It will use C-band, but allows a flexibility in alternating between HH, VV and
VH polarization. It allows the use of multiple incidence angles and can cover a large swath by
using ScanSAR. It will have a repeat cycle of 35 days.

3.2.6 Radarsat

Radarsat, a Canadian satellite, was launched in 1995. It can operate using different incidence
angles and different swath widths. Its orbit is not known with very good precision as compared to
ERS. The repeat cycle is 24 days. Because of larger range and finer resolution, larger baselines can
be tolerated for RADARSAT than ERS [Weydahl 98]. A baseline of 1 km for RADARSAT mode
F5 will give similar baseline decorrelation as a 160 m baseline for ERS. Although RADARSAT has
poor orbital accuracy, coherence measures and interferometric calculations is feasible when using
fine beam mode data with high incidence angles.
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4 A survey of applications

InSAR techniques can provide useful information within many application fields. Depending on
various factors (e.g., the area under study, the time between repeat acquisitions, the time of year)
it is possible to extract very different categories of information. Some of the applications are
mutually exclusive (i.e., when a data set is suitable for one application it is unsuitable for another)
whereas other applications can extract different signatures from the same data set. At the present
time, the major applications of InSAR are:

e DEM generation
e Land-use classification and forest monitoring

e Earthquake risk monitoring

Monitoring volcanic activity

Glacier motion measurements

4.1 Land-cover classification

Several studies have demonstrated that the use of InSAR coherence images in combination with
backscatter images have improved the separation between various land-cover classes.

[Wegmiiller et al. 95] studied the signature of general land-cover classes like water, urban areas,
agricultural areas and forest. Urban areas normally showed high coherence values. This was also
to a certain extent the case for agricultural fields during the fall /winter when they were bare (given
that the soil moisture content did not vary). Forest areas are dominated by volume scattering and
will show lower coherence values.

Here, we should add that discrimination between agricultural areas and forest is much simpler
based on optical imagery. For map updating purposes, a cloud-free optical image should in most
cases be obtainable.

4.2 Crop monitoring

Several studies have shown that the use of coherence in addition to the backscatter values can
help in discriminating between various crop types during the growing season.

Engdahl and Borgeaud established a relationship between coherence and agricultural crop height
during the early growing season [Engdahl and Borgeaud 98]. They correlated the coherence signa-
ture (the time series of coherence measurements) with crop height measurements and established a
linear relationship (see Figure 3). However, it was not said how changes in the dielectric constant
of the fields due to soil moisture etc. would affect this.

There seems to be a growing interest in modelling the scattering mechanisms for different vegeta-
tion types. [Wegmiiller et al. 98] present a study where the temporal decorrelation or coherence is
modelled in terms of the scattering mechanisms for arid land cover types. They use two different
classes of scatterers, temporally stable and temporally unstable scatterers. This type of analysis
performed well on arid cover types, for which the dielectric constant is relatively constant.

[Wegmiiller and Werner 97| were able to derive the soil moisture from ERS InSAR data from
certain agricultural fields. However, they limited their study to bare and sparsely vegetated fields
with constant surface roughness to eliminate other sources of decorrelation.
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Figure 3: The relationship between ERS tandem coherence and agricultural crop height during the
early growing season (Engdahl and Borgeaud 1998)

4.3 Forestry

Most of the papers related to forest mapping with InSAR have been related to identifying for-
est regions and discriminating between forest regions and other land-cover classes (see, e.g.,
[Strozzi et al. 98a]). The coherence for forested areas is normally low because of the unstable
volume scattering from the tree crowns. This has been used to discriminate between forest areas
and other areas [Wegmiiller 97].

For remote sensing in forestry in Norway, this is not the most interesting task. To be of any
real use in forest applications, one must be able to discriminate between various tree species and
cutting classes, or derive information like e.g. biomass or tree height for different forest stands.

The interferometric coherence is indirectly related to the forest growth stage through variable
ground contribution and tree stiffness under wind influence. If these factors can be controlled, co-
herence could be used as an indicator of forest biomass [Beaudoin et al. 96]. [Luckman and Baker 97]
have studied the relation between coherence and forest biomass for pine stands at Thetford forest
in the UK. They found a useful correlation between 1-day repeat coherence and biomass density up
to 100 tonnes/hectare. This dependence was stronger than between the backscattering coefficient
and biomass density. The coherence in the forest areas over longer time scales were low.

Some work has been directed toward discrimination between various forest types.

[Strozzi and Wegmuller 97] studied discrimination between deciduous, coniferous and mixed forest
stands based on coherence. During the winter season, when deciduous stands are without leaves,
deciduous forest stands showed larger coherence than coniferous stands. Classification of entire
forest stands, i.e. when some segmentation had been used to derive the forest stands, performed
reasonably well in forest type discrimination. The results for individual pixels were much worse.

Several studies try to recover tree height or tree crown measurements from InSAR data. Forest
canopy height measurements can be extracted in suitable terrain if the coherence is sufficiently
high. In general, forested areas exhibit low levels of coherence due to small changes of the individual
scatterers due to wind conditions etc. [Hoekman and Varekamp 98] used high-resolution (1.5 m)
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airborne InSAR data to study individual trees in tropical rain forests. They found large height
errors for individual trees due to layover effects, but they propose a procedure to compensate for
this.

[Askne et al. 97] computed the effective tree height from interferometric SAR and compared it
to a DEM of the area. They studied ERS-1 interferometric repeat-pass images from a boreal
forest area in northern Sweden using data from the three-day repeat cycle period of ERS-1. They
presented a scattering model for forested areas useful when deriving tree height measurements.
This model includes scattering from the crown, from the soil surface, and from the interaction of
the surface and the crown layer or the stem layer. Furthermore, they used the following relation
between the tree height and stem volume

V = 0.41n%"7, (19)

where V is the stem volume and h the height.

The decorrelation has consequences for the effective interferometric tree height. Decorrelation
occurs at three different time scales. On the short time scale is the effect of wind moving the
scatterers randomly, on the medium scale the dielectric constant changes, e.g., due to precipitation
and temperature changes around the ice/water point. On the longer scale is the growth of the
vegetation, man made changes, storm damages and fires. The effective tree height is sensitive
to the relative fill factor in the area. A change in the decorrelation changes the effective tree
height estimated as well as the coherence. They concluded that for good interferometric height
measurements of dense forest InNSAR observations are best performed at relatively high frequencies
when the interferometric effective height is little dependent on the ground surface.

Special considerations are necessary when creating a DEM over forested regions

[Engdahl and Hyyppd 97]. A high coherence is needed to achieve accurate DEM results, but
the coherence for forest is generally low. [Engdahl and Hyyppéa 97] recommend interferograms
acquired during the winter season for DEM generation over boreal forest.

4.4 Digital elevation models

Many studies have described the development of interferometric radar systems for highly accurate
digital elevation models (DEM) [Graham 74, Zebker et al. 94]. The precision of the technique is
now comparable to conventional optical-stereo photogrammetric procedures [Madsen et al. 93].

There are three main approaches to generating topographic data: (i) optical-stereo instruments;
(ii) lidar instruments; and (iii) radar interferometry. Spaceborne optical stereo instruments like
SPOT can be used to create topographic data with spatial resolutions from 10-30 m and verti-
cal accuracies of 10-20 m [Muller and Eales 90]. Airborne stereo instruments can achieve higher
resolution at the cost of the required flight and with a small swath width.

Laser scanners can collect data with a vertical accuarcy of 0.1-1 m. Laser instruments are currently
only available as airborne sensors.

Radar interferometry achieves the required resolutions and accuracies without interference from
clouds in the atmosphere (but the atmospheric conditions can in certain cases influence the coher-
ence). The DEM generation procedure can, given optimal conditions, be performed without the
use of ground control points.

A future alternative to terrain height computation from radar might be to use Spotlight mode
stereo SAR images [Desai 97]. This method is analogous to computing height from disparity
distance (triangulation) in optical stereo. The height of each scatterer can be estimated from the

17



radar layover. Stereo SAR is, at first glance, similar to SAR interferometry, in that multiple flight
paths is used to produce estimates of height. From an operational perspective, stereo SAR differs
in that it is not necessary that the flight paths be nearly identical, in fact, a greater potential for
height resolution is gained by using flight paths which have reasonably large separation. To derive
height information, the images must lie in different slant planes. The images can be collected
from either a single curved flight path or separate flight paths. An elevated scatterer will appear
in different range bins, and this difference is used to compute the height estimate. A drawback
of this technique is that the scatterers must be visible in both images of the stereo pair. This
technique is new, and its potential for height estimation has not yet been fully demonstrated.

Single-pass/dual-antenna SAR systems are easier to use for DEM generation than repeat-pass
systems because temporal decorrelation is avoided. However, data from the ERS-1/2 satellites
have been extensively used for DEM generation [Hartl 93, Hartl et al. 94, Rufino et al. 98]. Due
to the time delay between the two acquisitions the phase of a repeat-pass interferogram contains
the following terms:

Agp = ¢top0 + A¢pTop + Adscat + Adsr (20)

@topo is the wanted topography-induced phase, A¢g,;op is a possible phase delay due to ionospheric
and atmospheric conditions, A@scqt is the change in scattering behavior, e.g. due to a change in
dielectric constant, A¢sgr accounts for displacement of the scatterer.

These terms can be misinterpreted as terrain height unless they are accounted for in the pro-
cessing. Given optimal conditions, differential interferometry allows mapping of elevation changes
at the centimeter level [Gabriel et al. 89, Monti Guarnieri et al. 1992]. In practice, reliable DEM
generation from repeat-pass interferometry requires several interferograms (typically 6-10) or the
same area [Bamler and Hartl 98]. Depending on the type of terrain and the number of interfero-
grams used accuracies of 5-100 m in height and a spatial resolution of 25 m are typical for ERS
interferometry. Single-pass airborne systems can achieve accuracies and resolutions less than a
meter.

[Zebker et al. 94] discuss the required resolution for different applications which involved DEM
data. Figure 4 illustrates this.

Effect of land cover on the DEM accuracy The accuracy of InNSAR DEMs depends on many
factors. The factors include the accuracies of such parameters as the slant range, the incidence
angle, the baseline and the crossing angle of the two orbits used to create the interferogram. The
effect of these parameters on the DEM accuracy can be eliminated if ground control points are
used.

The interferometric phase is completely determined by the coherence. The coherence will be
affected by temporal scene decorrelation, spatial orbit decorrelation, and radar noise. Since the
coherence varies greatly with the land cover type, the land cover type will affect the accuracy of
the derived DEM. [Wu et al. 96] found DEM errors for ERS data of less than 4 m vertically for
city and rural areas, while for forest areas the errors were up to 14 m.

Frequencies and DEM accuracy The choice of frequency used for DEM construction is a
trade off between the height accuracy and the need for high coherence. To get high quality phase
estimates, high coherence is needed. This is more easily obtained with lower frequencies, e.g. P-
or L-band. On the other hand, the highest accuracy in the height measurements is achieved with
higher frequencies, like C-band or X-band. [Lanari et al. 96] combined multifrequency measure-
ments from L-, C- and X-band to create a DEM. The basic shape of the DEM, e.g. the low
frequency parts, were derived from L-band data due to its high coherence. The high frequency
part of the DEM was derived from C- and X-band data due to their small wavelengths. They
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achieved a height standard deviation of 2.5 m using X-band, 4.5 m using C-band, and 18 m with
L-band data.

4.5 Monitoring of snow covered regions

There has been very few approaches to InSAR studies of snow covered regions, perhaps because
the snow signature is rapidly changing. [Strozzi et al. 98b] investigated ERS-1 data from the
3-day repeat cycle to study the snow cover of a flat agricultural site in The Netherlands. They
found high coherence and similar backscatter intensities for 3-day periods, ecxept during situations
with freezing or wet snow. Freezing did not affect the coherence, but changed the backscatter
significantly. A drop in coherence was seen when the conditions changed from freezing to thawed.
An improvement of using coherence in addition to backscatter values was that the use of coherence
enabled distinguishing between wet snow and freeze/thaw conditions. For dry snow, they observed
constantly high degrees of coherence and stable backscattering coefficients. During the first warm
spring days the decorrelation was slow, but during the warmest spring days it was a very rapid
process.

4.6 Glacier motion measurements

InSAR data are used for the measurement of glacier motions and topography changes. This is
important for assessing glacier mass transport rates and changes in glacier volume, which in turn
is essential for hydrological models. In addition, such information can have significant implications
for global climate change assessment.

Norwegian Polar Institute and NDRE have cooperated in analysing ERS tandem data from Kro-
nebreen glacier at Svalbard [Eldhuset et al. 96]. By using an existing DEM in combination with
an InSAR derived DEM, they were able to monitor motion of the fast moving glacier (see Figure
5). For this purpose, 1 day interval tandem data was essential. They were also able to detect
errors in existing DEMs.

Another application of interferometry in regions with ice cover is the monitoring of aufeis in rivers.
Aufeis deposits, which are also called overflow ice, stream icings or naleds, develop on many rivers
in high latitudes and in alpine regions. The presence of aufeis in a drainage basin tends to stabilize
river discharge in the same way as a glacier does, by providing melt water during hot dry periods.
The distribution of aufeis deposits along the rivers is discontinuous because of variations in channel
geometry and under-ice water supply, and monitoring their growth during the winter is important.
[Li et al. 97] achieved promising result in monitoring aufeis with ERS InSAR data.

[Unwin and Wingham 96] combined three ERS-1 images from the 3-day repeat cycle period to
derive both topographic and velocity information. They found data sets separated by more than
6 days to have too low coherence. They assumed the coherence loss to be due to precipitation in
the form of snow. They achieved a vertical accuracy of the topographic data of 8 m.

4.7 Flood monitoring

Flooding may lead to severe damage of the land surrounding the river. [Izenberg et al. 96] used
InSAR data to study the Missouri River floods in 1993. The river is surrounded by agricultural
regions, which were damaged by massive amounts of sand carried by the floodwater and deposited
on top of the fields. They used SIR-C data in combination with a canopy scattering model to
study the field after the flooding. They also used a DEM created from TOPSAR data of the
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Figure 5: ERS-1 SAR image from Kronebreen (from Eldhuset et al. 96).
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flooded area. The DEM had a vertical accuracy of 1 to 2 m, which provided enough accuracy to
estimate the total mass removed during erosion and scour of the bottoms terrains.

[Geudtner et al. 96] studied ERS-1 SAR image pairs from the 3-day repeat cycle from the 1993/94
Rhine river flood event. They found that using coherence in addition to backscatter allowed
identification of the flooded areas significantly better than using only the backscatter values,
particularly in regions with high backscatter values.

4.8 Geophysical hazard analysis

Monitoring of areas with high risk of earthquakes, volcanic activity or land subsidience require the
use of differential interferometry, in which very small land surface movements can be detected.

4.8.1 Earthquake risk monitoring

The potential of radar interferometry for earthquake deformation was demonstrated on the 1992
earthquake in Landers, California on 28 June 1992 [Massonnet 96]. ERS-1 images were acquired
on four different dates: 24 April, 3 July, 7 August and 11 September. The 24 April - 7 August
pair provided the optimum conditions for interferometry. Field and seismological investigations
were used to build a model of the surface displacements. The ERS-1 derived displacements fitted
very well with the model.

For deep earthquakes associated with little or no surface rupture, radar interferometry has become
a powerful tool for measuring surface displacement. Unlike surveying techniques, there is no need
to install ground stations before the earthquake, a major point in terms of cost. To ensure a
pre-earthquake observation, one only needs to archive radar images of the potentially seismogenic
area. Several earthquakes have now benefit from the technique.

Under ideal conditions, radar interferometry can measure displacements of 3 to 10 centimeter
along a swath of 50 to 100 km wide. For tectonic studies, these data are providing a wealth of
new understanding compared to the sparsely recordings of GPS networks.

4.8.2 Monitoring of volcanic activity

Volcano deformation is another field where monitoring by spaceborne interferometry holds promise
for complementing the costly and often hazardous installation and maintenance of an instrument
network.

The Mount Etna eruption, which started in December 1991 and ended in March 1993 has been
used to document the performance of interferometry to measure deformation [Massonnet 96]. A
total of 29 ERS-1 images from both ascending and descending passes were processed. Volcano-wide
deformation were revealed and associated volume change measured.

Continuing work on other volcanoes, like the Merapi volcano in Indonesia, has shown that it is
possible to obtain results even in equatorial areas, where rapid surfaces changes occur owing to
lush vegetation.
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4.9 Geological applications

In certain areas of the world, the geological structures lie on the surface of the earth. For these
areas, interferometry can be used for oil exploration purposes or mapping of mineral resources.
Oil field subsidience monitoring, the monitoring of surface deformation at the millimeter level,
is important in areas with hydrocarbon production. InSAR applied to this task is studied by
[Biegert et al. 98].

[Ichoku et al. 98] studied the use of coherence images in combination with amplitude images to
enhance geological structures. They achieved good result for visual interpretation purposes by
applying a principal component transform to a combination of amplitude and coherence images.

4.10 Other applications

In many areas, like the US or Siberia, pipelines for oil and gas are placed on the land surface.
These pipelines are the object of movements of either the surface cover or the pipeline itself,
which might lead to cracks and severe damage. These problems require a permanent monitoring
of existing and a careful planning of new pipeline tracks. Planning information such as a DEM
and a classification of the surface is usually derived from optical remote sensing and field work.
[Streck and Wegmiiller 97| investigated the potential or using ERS SAR data for this purpose.
Currently, pipelines are monitored by visual inspection from a helicopter. SAR data proved to be
a valuable alternative for the mapping of pipelines.

5 Case study: analysis of Radarsat images from Heimdalen

An analysis of RADARSAT images from Heimdalen in Jotunheimen was performed to get some
experience with InSAR data. Six RADARSAT Single-Look Complex images acquired during the
snow melting season in 1997 (from the SNOWTOOLS project) were available.

The test area is located near the lake Heimdalsvatnet, Norway, 61 degrees 25’ N, 9 degrees E.
Three RADARSAT images from Standard Mode S7 (with incidence angles from 45-49 degrees)
from April 24, May 18, and June 11 1997, and three images from mode S2 (incidence angle 24-31
degrees) from April 25, May 19, and June 12 were available.

We have not seen many successful approaches to InSAR for snow monitoring applications in the
literature. Snow is a medium with low coherence, and thus difficult to use for InNSAR applications.
This experiment was performed to gain experience with coherence images, and the data set was
chosen because it was the only SLC data set we had access to. We also wanted to see if we could
get any useful information from the SAR coherence images.

The six images are shown in Figures 6-7. The pixel spacing in range is 11.5 m, and 5 m in azimuth.
The images were delivered as ordinary SLC images, that is, they were not processed for InSAR
use (e.g. with a common Doppler centroid). We can thus not use the interferograms, and even for
the coherence images this sets limits. Because of the use of two different Doppler centroids and
the topography, the coherence will be limited. For InSAR applications, image pairs with the same
incidence angles must be used, e.g. April 24 and May 18, April 25 and May 19, May 18 and June
11, or May 19 and June 12.

The snow is in April estimated to be dry. The temperature in the area was well below freezing
during the satellite passes, which were around 5 PM. In May, the snow froze during the night,
but melted during the day as it was sunny. In June, the snow was very wet, and it did not freeze
during the night.
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April 24 June 11

Figure 6: RADARSAT backscatter images (mode S7) from April 24, May 18, and June 11, 1997
from Heimdalen. Note that the pizel spacing is 5 m in azimuth and 11.5m in range.

»pril 25

Figure 7: RADARSAT backscatter images (mode S2) from April 25, May 19, and June 12, 1997
from Heimdalen.
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Figure 8: Location of the subarea selected for further processing.
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June 11

April 24

Figure 9: Backscatter subimages from April 24, May 18, and June 11, 1997 from Heimdalen.

A subimage consisting of the Valdresflya area (as indicated in Figure 8) was selected for further
analysis. The subimages for April 24, May 18, and June 11 are shown in Figure 9.

The RADARSAT SLC images are stored in two-band images, where band one contains the real
part, I, and band two the imaginary part, (). A backscatter image in dB can be formed using the
transform 101log;o (1% + Q?).

To estimate the coherence, a rectangular window is often used. Since the pixel spacing in range
and azimuth is different, a larger window in azimuth than range is used. We used a window
of 3 x 15 (range, azimuth). The azimuth pixel size in the resulting coherence image will be
15 x AzimuthPixelSpacing = 15 %« 5 m = 75 m, while the average pixel size in range will be
3 x RangePixelSpacing/ sin(IncidenceAngle) = 3 x 11.5 m/ sin(45) = 50 m.

Ideally, we could have computed the baseline and vpgserine (the baseline decorrelation) between
the image pairs. Because we did not have access to orbit data (including the positions of the
satellites), we could not do this. Our analysis was also limited by the fact that we did not have
access to any InSAR software product.

Image coregistration is necessary for coherence computation. We did this using a two-step process
to avoid resampling of the original data. First, we manually found the location of the subimage,
for each SAR image, which covered the area of interest, as good as possible. This accounts for
a general shift of the positions of the different images, but not for local distortions. After the
first step was applied to an image pair, we observed local mismatches in the size of 2-3 pixels.
The second step, which was performed during the coherence computations, accounted for local
mismatches in the following manner: For each pixel in image A, the coherence was computed
for a set of pixel positions in image B by shifting the position of the window by +k (k = 5 was
used) pixels in both range and azimuth. Then the maximum coherence found among the shifted
windows was used as the coherence value.

The coherence was computed for the images from May 18 and June 11. The coherence image is
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Figure 10: Coherence image for the 18 May/11 June image pair.

shown in Figure 10. The coherence is generally low. Only certain structures, like the road across
Valdresflya and the borders of the lakes Heimdalsvatnet and Bygdin, have higher coherence values
than the surroundings. From this image pair, which is separated by 24 days, there seems to be
little information to gain with respect to the snow conditions. As expected, to monitor snow
during the melting season image pairs with short revisit cycles are needed. InSAR image pairs
processed to a common Doppler centroid and knowledge about the topography should also have
been used to fully study the potential for snow monitoring applications.

6 Conclusions

We have briefly reviewed the basic principles of radar interferometry. The purpose was to provide
enough details to be able to understand the requirements and potential for different applications,
without presenting the theory in depth.

Both airborne and spaceborne sensors collect InSAR data. Most airborne systems are dual-antenna
systems, which collect an image pair using two antennas and a single pass over the area. There is no
decorrelation due to temporal changes on the ground, and the data from single-pass/dual-antenna
systems is well suited for topography applications.

Satellite sensors are so far only capable of repeat-pass interferometry. The first spaceborne dual-
antenna InSAR system will be the Shuttle Radar Topography Mission, which is scheduled for
September 2002. The repeat cycle of the sensor limits the applicability of the data for some
applications, mainly due to decorrelation. An advantage of spaceborne systems is the large swath
width and the stable orbits.
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The ERS satellites, and in particular the tandem mission and the 3-day repeat cycle period of
ERS-1, have boosted the number of applications of InSAR data. This will probably continue with
Radarsat and ENVISAT, although they have repeat cycles of 24 and 35 days. A very interesting
sensor is LightSAR, which is scheduled for launch in 2002. The repeat cycle can be altered from
8 days for a particular area to 24 days for all areas. LightSAR will have high-priority goals of
refined understanding of earthquakes, volcanoes and other natural hazards.

The major applications of InSAR are DEM generation, land-use classification and forest monitor-
ing, earthquake risk monitoring, monitoring of volcanic activity, and glacier monitoring.

One of the most important applications is generation of digital elevation models. Given optimal
conditions, differential interferometry allows mapping of elevation changes at the centimeter level.
Single-pass/dual-antenna systems have the potential of achieving higher precision in terrain height
measurements than repeat-pass systems. The Shuttle Radar Topography Mission, scheduled for
1999, is expected to achieve a height accuracy of 6 m using X-band and 10 m using C-band. In
practice, the accuracies reported for spaceborne sensors vary from 5-100 m in height depending
on the type of terrain, the conditions, and the number of interferograms used.

In general land-cover classification, InSAR, coherence images have been a useful supplement to
backscatter images to discriminate general land-cover classes. Most of the InSAR, papers related
to forestry have been focused on discrimination between forest regions and other regions based
on coherence. More interesting for practical forestry applications is the recovery of tree height or
tree crown measurements from InSAR data. This is an active research area, but more research is
needed before the theory can be used for operational applications.

InSAR data are used for the measurement of glacier motions and topography changes. This is
important for global climate change assessment and as input to hydrological models.

A very promising application of differential interferometry is monitoring of geophysical hazards.
Differential interferometry can detect very small land surface movements. For both earthquake
risk monitoring and monitoring of volcanic activity, interferometry has proved to provide valuable
data to complement the costly and often hazardous installation and maintenance of a network
of field sensors. So far, InSAR data have been compared to data from field measurements and
existing models, and promising results have been reported for monitoring of both earthquake risk
and volcanic risk or activity.

To summarize, radar interferometry is a rapidly developing field. The number of applications is
growing. Interferometry opens up new applications for which remote sensing data have previously
not been applied successfully to. More research is needed for operational use of interferometric
data for most applications.
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